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Population viability analysis (PVA) is widely applied in conserva-
tion biology to predict extinction risks for threatened species and
to compare alternative options for their mangement1±4. It can also
be used as a basis for listing species as endangered under World
Conservation Union criteria5. However, there is considerable
scepticism regarding the predictive accuracy of PVA, mainly
because of a lack of validation in real systems2,6±8. Here we
conducted a retrospective test of PVA based on 21 long-term
ecological studiesÐthe ®rst comprehensive and replicated
evaluation of the predictive powers of PVA. Parameters were

estimated from the ®rst half of each data set and the second half
was used to evaluate the performance of the model. Contrary to
recent criticisms, we found that PVA predictions were sur-
prisingly accurate. The risk of population decline closely matched
observed outcomes, there was no signi®cant bias, and population
size projections did not differ signi®cantly from reality. Further-
more, the predictions of the ®ve PVA software packages were
highly concordant. We conclude that PVA is a valid and suf-
®ciently accurate tool for categorizing and managing endangered
species.

PVA is a way to predict the probability of population (or species)
extinction, by inputting actual life-history information and project-
ing it forward using stochastic computer simulation1±4. PVA is
commonly used in a comparative way, to evaluate the effectiveness
of different management options; because of this it has been argued
that PVA predictions do not need to be precise2,9,10. However, there is
no clear dichotomy between relative and absolute predictionsÐas
conservation actions entail costs, management decisions are based
not only on whether the proposed strategy is suf®cient to achieve
recovery, but also on whether the likely bene®t will justify the
expenditure. These considerations require PVA predictions to be
quantitatively reliable. Uncertainties surrounding its predictive
reliability have led to conclusions drawn from PVA being rejected
in the law courts11. It is therefore essential that the predictions of
PVA be compared and tested12±14. Here we assess the predictive
accuracy of PVA, and determine whether different generic PVA
computer packages differ in their predictive capabilities.

Historical data have been used to test and improve the predic-
tions of complex climatic15, economic16, geological17 and ecological18

models. As PVA models have important stochastic components, the
conclusions of past studies based on a single test13,19 lack power, and
are prone to case-speci®c peculiarities20. Consequently, a valid test
of PVA predictions must incorporate a large number of data sets to
obtain representative assessments. We conducted retrospective
analyses on 21 wildlife populationsÐ8 avian, 11 mammalian
(representing 9 species), 1 reptilian and 1 piscine.

The 21 data sets used were the only long-term studies we
identi®ed that presented data of suf®cient duration and quality to
be suitable for retrospective testing (see Methods). Five of the most
commonly applied `generic' PVA packages (GAPPS, INMAT,
RAMAS Metapop, RAMAS Stage and VORTEX) were used. These
packages are all suitable for generic, single-population risk assess-
ments. They offer the most realistic prospects for improving PVA as
they are subject to wide scrutiny, are repeatedly used and are
frequently revised and updated. All have been used in the manage-
ment and conservation of endangered species. The key features and
differences between the ®ve PVA packages are given in the Supple-
mentary Information.

To avoid circularity, the total data available for each population
was split. The ®rst half was used to develop and parameterize the
models; the latter half was reserved for testing the accuracy of the
PVA predictions. To ensure that the two time periods were kept
completely separate, no information from the second half of the
population history was used in formulating or parameterizing the

Table 1 Comparison of actual versus predicted quasi-extinction risks

Expected number GAPPS* INMAT R META R STAGE VORTEX

No. N�actual� , N�Q 90%� 18.9 17 16 19 17 17
G-test P 0.48 0.07 0.94 0.21 0.21

No. N�actual� , N�Q 50%� 10.5 11 10 8 11 8
G-test P 0.65 0.83 0.27 0.83 0.27

No. N�actual� , N�Q 10%� 2.1 3 1 3 4 3
G-test P 0.48 0.38 0.54 0.21 0.54

...................................................................................................................................................................................................................................................................................................................................................................

The number of actual populations that declined below the predicted population size corresponding to quasi-extinction probabilities of 90%, 50% and 10%, for the population viability analysis software
packages GAPPS, INMAT, RAMAS Metapop, RAMAS Stage and VORTEX. The sample is based on 21 retrospective studies. None of the PVA packages' predictions differed signi®cantly from the expected
outcome based on goodness of ®t (G) tests.
* GAPPS crashes at very large population sizes because of memory limitations, so the ®sh was not modelled with this package (expected numbers adjusted to 18, 10 and 2).
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PVA models. All predictive tests were done within species and then
pooled across taxa. The accuracy of PVA was assessed by comparing
the predicted quasi-extinction risk (the likelihood that the popula-
tion will decline below a given size in a speci®ed time frame21) and
population size projections with reality (see Methods).

The results showed a surprisingly close relationship between the
PVA predictions and the historical behaviours of the 21 real
populations. The quasi-extinction probabilities predicted by the
PVAs were not signi®cantly different from the proportion of actual
populations that declined below a given threshold (Fig. 1). The risks
of decline predicted by the PVAs did not deviate signi®cantly from
reality (Table 1), although there was a trend towards slightly
pessimistic predictions. Furthermore, there were no overall differ-
ences between PVA software packages in their predictions of quasi-
extinction risks at 90%, 50% and 10% risk levels (for example, at the
50% quasi-extinction level, Kruskall-Wallis rank test, H � 1:01,
d:f : � 4, P � 0:907).

Actual population sizes consistently fell within the bounds pre-
dicted by the stochastic simulations. The projected mean ®nal
population sizes were not signi®cantly different from the actual
®nal population sizes (for any of the PVA packages), on the basis of a
distribution test combining all 21 studies. Likewise, predicted and
actual population growth rates (r) did not differ signi®cantly. There
was no consistent over- or underestimation of future population
numbers (Fig. 2). A sign test on the predictive bias was not
signi®cant for any package, nor when pooled across all packages.
There was also no difference in bias across the ®ve PVA packages
(G�Heterogeneity� � 0:957, d:f : � 4, P � 0:916).

The predictions of the ®ve PVA packages were signi®cantly
correlated across the 21 retrospective studies, on the basis of both
quasi-extinction probabilities and the ®t of projections to future
population sizes (Table 2). There were some signi®cant differences

between particular packages for individual species (on the basis of
Kolmogorov±Smirnov con®dence interval tests22 on quasi-extinc-
tion probabilities). However, there was no overall consistency in
these differences, and no package gave demonstratively better or
worse predictions than any other. RAMAS Metapop and VORTEX
gave the best least-squares model ®t to actual population size (taken
across all 21 species; see Table 3 of Supplementary Information),
although a Kruskall-Wallis rank test showed no signi®cant differ-
ence among the PVA packages (H � 7:9, d:f : � 4, P � 0:097).

The short-term predictions of the PVA models were relatively
accurate, with a good overall correspondence between simulated
and observed outcomes, on the basis of several criteria. The PVA
predictions were not overly optimistic, as has been assumed by
some10 (in fact, the general trend was for the PVA models to be
slightly pessimistic). Following the precautionary principle, it is
preferable to produce circumspect predictions of risk when mana-
ging endangered species23. These ®ndings contradict the widespread
view that stochastic population models are poor predictors of a
population's future fate. Nevertheless, if the means and/or variances
of vital rates were to change substantially in the future, the absolute
accuracy of PVA predictions would be questionable. Furthermore,
these results may not apply to plants (which were not included in
this study), nor to cases where too few life-history or population
data are available to estimate model structure and input parameters
reliably13.

In some cases, there were signi®cant absolute differences between
the predictions of different software packages, due to differences in
model structure. For example, a ceiling carrying capacity had to be
implemented for the cycling Soay and Boreray sheep populations in
INMAT, even though this was known to be inappropriate for these
populations24. In these cases, the other packages that allowed over-
compensatory density-dependent survival to be modelled gave
more realistic predictions than INMAT. For a given species, the
best packages are likely to be those that most realistically model its
life-history. Unfortunately, it is not always possible to discern the
type of model that ®ts a particular case a priori. Despite the best
efforts of PVA modellers, it is possible that some events (such as
catastrophes) may be overlooked, making it impossible to guarantee

Table 2 Correlations between the predictions of ®ve PVA packages

Probability of decline* Model ®t to actual N²

INMAT R META R STAGE VORTEX INMAT R META R STAGE VORTEX

GAPPS 0.83 0.78 0.86 0.86 0.66 0.94 0.88 0.90
INMAT 0.63 0.87 0.76 0.70 0.82 0.78
R META 0.83 0.87 0.94 0.89
R STAGE 0.88 0.89
...................................................................................................................................................................................................................................................................................................................................................................

* Probability of the maximum observed historical population decline.
² Scaled ®t of model projections to actual population size (N).
All correlations are highly signi®cant (P , 0:01).

GAPPS INMAT R METAPOP
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Figure 1 Plot of the PVA-predicted probability of population decline (quasi-extinction risk)

versus the actual proportion of the 21 real populations that decline below the

corresponding threshold size. These threshold sizes represent different percentage

declines in different populations, but are always associated with the same level of risk. For

example, half (10.5) of the 21 historical populations should have actually declined below

the size assigned a 50% probability by the PVA. For each of the ®ve PVA software

packages, a perfect ®t with reality lies on the 458 line.

Signed predictive bias
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Figure 2 Signed predictive bias in projected population size (compared with actual

population numbers), taken across 21 populations for ®ve PVA packages. There is no

signi®cant positive or negative bias.
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that incorrect predictions will not be made. It is therefore important
to explore alternative model structures and conduct sensitivity
analyses, particularly when data are scarce2,3,14. Moreover, informa-
tion collected from past monitoring should be used to test and re®ne
PVA models, forming a continual feedback process of development
and improvement25. PVA is the best tool we have for estimating
extinction risk, and the alternatives are subjective, less rigorous, and
likely to provide poorer predictions26.

PVA predictions are surprisingly accurate, given adequate data,
and should be useful in the conservation contexts in which they are
currently applied. There are also high correlations between the
predictions of different PVA packages. These results provide strong
empirical justi®cation for the use of PVA for categorizing the
vulnerability of endangered animal species and evaluating options
for their recovery. Furthermore, they validate PVA as a useful
research tool for addressing unresolved issues in conservation
biology. M

Methods
Data sets

The protocol for choosing examples was independent of their structure, detail and
outcome. The criteria used were: (1) a minimum duration of 10 years; (2) data of suf®cient
quality and detail to build PVA models; (3) a small population size (very large populations
are generally not of conservation concern); (4) data concerning endangered species or
isolated populations. Thus, the ®lter was based on the priorities of our colleagues in
collecting ecological data. The 21 populations that we were able to use (see Supplementary
Information) covered a range of taxa (birds, mammals, reptiles and ®sh), tropic levels
(omnivores, herbivores and carnivores), environmental conditions (low to high
environmental variability) and insular and mainland populations, encompassed several
different modes of population regulation (exponential growth or decline, a population
ceiling, and density dependence), and spanned a range of geographical and climatic zones
(Africa, Europe, North America and Oceania). Nevertheless, not all taxa are completely or
proportionally represented in our sample, and the focus is on extant species.

PVA model structure

The structure of each PVA model depended on the biology of the given species and the
built-in features of each software package (see Supplementary Information). To ensure
that the models were as realistic as possible, all relevant aspects of the population's ecology
were included (within the capabilities of each PVA package). The exact structure of the
PVA models built using different packages often differed for a given species, depending on
the available features, limitations and assumptions associated with each program27. This
made it possible to test whether some packages were better predictors than others because
of their different features.

Parameter estimation

We used the best estimates for each parameter, given the available demographic,
environmental and population data. Where the estimated population parameters were
given directly in the literature, we checked them independently when possible. In most
cases the compilation and analysis of data were done in collaboration with the people who
worked on the taxon in question. The protocols used to estimate the PVA model
parameters are presented in the Supplementary Information.

PVA runs

Five hundred stochastic simulation runs were performed in each case to ensure statistical
reliability.

Testing PVA predictions

The predictive accuracy of PVA was assessed as follows. (1) Quasi-extinction probabilities
were used as a surrogate for absolute extinction risk, as only one study population went
extinct. If the PVA predictions are correct, the proportion of historical populations that
declined below a given threshold should equate with the proportion of simulation
trajectories that declined below the same threshold. To test this, the number of actual
populations (out of 21) that declined below the threshold population sizes corresponding
to predicted quasi-extinction probabilities of 0%, 10%, 20%, ¼ , 100% were recorded. (2)
Mean population size predictions and growth rates were compared with reality using a
combined test based on the sum of standard deviates28. The objective was to test for
equality over multiple populations, and combine the results of individual paired tests to
increase statistical power. A log-transformation was used to normalize population size
data. (3) Signed predictive bias (mean error): models with good predictive properties will
produce a bias close to zero. Bias was calculated as S�Predicted size 2 Actual size�=
number of years �N�. This was converted to a normal deviate W � ÎN 3 bias=s, where s
is the standard deviation of bias values. (4) The `®t' of predicted versus actual population
size over time was used to assess projections of future population numbers, calculated as
the sum of squared deviations between observed and actual population sizes
(S�Predicted 2 Actual�2=Actual) for each simulation replicate, averaged over 500 repli-

cates. (5) Pearson's product moment correlations were used to determine concordance
amongst the predictions of different PVA packages for quasi-extinction risk and popu-
lation size projections.

Statistical assumptions

This study represents a general `meta-analysis' problem29, the units of analysis being
independent studies rather than individual subjects. The statistical population was
composed of all studied biological populations with suf®cient data, and was sampled
completely. The underlying assumption of all our statistical tests on the combined results
was that the `errors' were independent among the 21 cases22. As the case studies had little
overlap in terms of place, time-period or researcher, this is a valid assumption. The quasi-
extinction analysis was based on a simple goodness of ®t test, carrying no assumption
about the distributions of individual cases. For tests comparing different PVA packages, we
veri®ed that the assumptions of parametric tests13,14 were met.
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Features of the PVA packages
Table 1 summarises the capabilities and limitations of the five generic PVA packages used.

Protocols used to estimate PVA input parameters
Demographic structure: Age was used as the standard demographic partition. Number of classes

modelled depended on whether the vital rates (fecundity and survival) were age dependent or constant

with age. The initial population was set up in a stable age distribution1 unless the actual distribution was

known.

Survival rates: Proportion of individuals that survived from age x to age x+1, estimated by weighted

averages. Where sufficient data existed, sex-specific rates were used in the individual-based packages.

The maximum age represented an absolute ceiling on survival.

Reproductive rates: Fecundity was estimated as the average number of offspring per adult (matrix-

based models), or the number of male and female offspring per female (individual-based models). Litter

size was specified as a Poisson distribution. For pre-breeding census data, fecundity incorporated

juvenile survival. For post-breeding census data, adult survival prior to breeding was included1. Age of

parturition and breeding systems (monogamous, polygamous etc.) were procured from the literature.

Density dependence (DD): To determine the form of DD operating (if any), we relied on the biological

and statistical evidence given in the literature, time-series tests2, and regressions of the vital rates on

population size. A non-linear least-squares regression algorithm was used to find the best parameters

for DD models. A population ceiling was used in cases where evidence for DD effects on the vital rates

was not significant, but there was a definite population size limit governed by the amount of available

habitat and resources or the number of territories.

Environmental variation (EV): Annual variability was estimated as the standard deviation of the average

vital rates, after removing the expected variance produced by chance demographic sampling3. This

avoids duplicating the effects of demographic stochasticity, which is generated internally by the PVA

packages. When functional DD was modelled, EV = √(�(yi – ƒ(xi))2 / (n – 1)), where yi was the actual

value for a given value of xi, ƒ(xi) was the DD function estimated for y from xi, and n was the number of

observations. This separated deterministic effects from stochastic fluctuations.

Catastrophes: Extreme events that fell outside the typical regime of EV were simulated separately as

catastrophes4 when a valid cause (e.g. cyclones) could be identified. Frequency = # catastrophe years /

# census years. Impact = vital rate (survival and/or fecundity) in catastrophe year / average vital rate.

Inbreeding depression: In demographically isolated populations, where migration could not mitigate

inbreeding effects, inbreeding depression is likely to be an important factor5,6. Quantitative data on the

impact of inbreeding depression rarely existed, so we applied a value of 3.14 lethal equivalent alleles on
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juvenile survival7. This is likely to be conservative, as it impacts on only one component of fitness, yet

effects on all aspects of reproductive fitness are expected.

Life-history data and parameter estimates
Tables 2 and 3 provide a summary of information on population data, life-history details and PVA model

parameter estimates for the 21 populations examined in the retrospective evaluation.

Fit of PVA models to each population
Table 4 shows the least-squares fit of each PVA package (ranked relative to the other packages) and

the bias in projected population size, for each of the 21 populations. Although the PVA predictions of

future population size were relatively accurate for the majority of species, in the case of the Isle Royale

wolf population the fit was noticeably poor. The wolf population increased throughout the first half of it’s

monitored history, but later crashed due to an outbreak of canine parvovirus8. A projection based on the

extrapolation of past trends did not anticipate this catastrophic event, and therefore did not predict such

a sudden drastic drop in numbers. Clearly when qualitative changes occur in a species’ dynamics, and

these shifts are unforeseen by the modeller or biologist, the resulting PVA projections are likely to be

inaccurate. However, once the possibility (of a rare outbreak) is known, it can be modelled as a

catastrophe, which would avoid underestimating risk.
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Table 1 List of modelling features available for each of the five generic PVA packages

Parameter GAPPS9 INMAT10
RAMAS

  Metapop11
RAMAS
  Stage12 VORTEX13

Age structure X X X X X

Stage structure X X

Survival and fecundity X X X X X

Demographic stochasticity X X X X X

Environmental variation X X X X X

Inbreeding depression X X X

Catastrophes X X X X

Breeding structure X X X

Correlation in EVa X X X X X

No correlation in EV X X X X

Lognormal dist. of EV X X

Metapopulation structure X X

DDb: Ceiling X X X X X

DD: Logistic X X X X

DD: Beverton-Holt X X

DD: Ricker X X

DD: User defined function X X X

a Complete correlation in environmental stochasticity between survival and reproduction

b Density dependence
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Table 2 Key population data for the 21 populations used in the retrospective PVA evaluations

Class Scientific name Common name # Yearsa Est. setb Test setc Min Nd Max N r e Vr 
f Refg

Aves  Copsychus sechellarum  Magpie robin 17 1974–81 1981–90 20 46 -0.030 0.024 14
 Grus americana  Whooping crane 57 1939–68 1968–96 16 155 0.038 0.023 15
 Hirundo rustica  Danish swallow 18 1971–79 1979–88 24 140 -0.086 0.099 16
 Melospiza melodia  Song sparrow 16 1975–83 1983–90 5 149 -0.084 1.060 17
 Nannopterum harrisi  Galápagos cormorant 21 1970–76 1976–91 84 150 0.022 0.040 18
 Parus atricapillus  Black-capped chickadee 22 1960–71 1971–82 85 328 0.002 0.130 19
 Tricholimnas sylvestris  Lord Howe Is. woodhen 18 1980–89 1989–97 26 223 0.057 0.016 20
 Zosterops lateralis  Heron Island silvereye 27 1967–79 1979–93 225 445 0.019 0.076 21

Mammalia  Canis lupus  Isle Royale gray wolf 39 1959–78 1978–97 12 50 0.005 0.054 22
 Capra capra  Rhum goat 35 1960–78 1978–95 66 175 -0.130 0.103 23
 Cervas elaphus  Rhum deer (culled)h 14 1957–64 1964–71 149 348 -0.070 0.042 24
 Cervas elaphus  Rhum deer (unculled)h 18 1972–81 1981–90 227 355 0.015 0.012 25
 Cynomys ludovicianus  Prairie dog 13 1976–82 1982–89 92 143 -0.007 0.023 26
 Lycaon pictus  Cape hunting dog 22 1970–81 1981–92 0 77 -0.021 0.431 27
 Marmota flaviensis  Yellow-bellied marmot 31 1962–77 1977–93 18 116 0.047 0.068 28
 Odocoileus virginianus  White-tailed deer 18 1952–61 1961–70 46 90 0.042 0.066 29
 Ovis aries  Soay sheep 33 1960–67 1967–93 130 311 0.026 0.170 30
 Ovis aries  Boreray sheepi 40 1956–65 1965–96 172 699 0.107 0.095 30
 Ursus arctos horribilus  Grizzly bear 38 1959–78 1978–97 120 296 0.017 0.014 31

Pisces  Salvelinus fontinalis  Brook trout 14 1949–55 1955–62 5258 8842 0.004 0.035 32
Reptilia  Sceloporus graciosus  Sage-brush lizard 11 1973–79 1969–79 70 201 0.097 0.131 33

aTotal length of monitoring. bTime-period used to parameterise the PVA models. cData used in the retrospective testing of the PVA predictions. dN is population

size. eIntrinsic rate of population increase estimated from the population time-series. FVariance of r. gPrimary source of population data (most secondary sources

are cited in the primary publication). hTwo time-periods from the same population were modelled separately, one involving a culled population and the other

following the cessation of yearly culling. iSoay sheep model used, as the Boreray is a different population of the same species facing similar ecological and

environmental conditions on a nearby island.
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Table 3  Key life-history data for the 21 populations used in the retrospective PVA evaluations
 Name Breeding

systema

Age 1st

breedingb

Fecundity
(CV)c

Juvenile
Survival (CV)c

        Adult
Survival (CV)c

No. age
classes

Gen
lengthb

Max.
ageb

Inbreeding
modelled?

Density
dependence

 Magpie robin  M  1    0.334 (0.35) 0.667 (0.09)   0.667 (0.09) 2 4.3  14  Yes     Ceiling
 Whooping crane  M  4    0.268 (0.48) 0.912 (0.12)   0.912 (0.12)! 5 10.0  50  Yes     None
 Danish swallow  M  1    2.14 (0.13) 0.299 (0.55)   0.299 (0.55) 2 2.4  10 No     None
 Song sparrow  M  1    0.503 (0.43)* 0.430 (0.74)   0.301 (0.87)*! 4 1.4 4  Yes     Ceiling
 Galápagos cormorant  M  2    0.161 (0.66) 0.567 (0.43)   0.902 (0.06)* 3 12.9  50  Yes     Ceiling
 Black-capped chickadee  M  1    0.933 (0.71) 0.433 (0.19)   0.652 (0.17) 7 3.3 7 No     None
 Lord Howe I. Woodhen  M  1    0.938 (0.14)* 0.348 (0.21)   0.760 (0.17)! 2 2.7 7  Yes     Ceiling
 Heron Island silvereye  M  1    0.449 (0.65)* 0.577 (0.15)   0.624 (0.24)*! 5 2.6  11  Yes     Ceiling
 Isle Royale gray wolf  A  3    0.475 (0.32) 0.819 (0.15)   0.819 (0.15) 4 8.1  14  Yes     Ceiling
 Rhum goat  P  1    0.198 (0.45)* 0.888 (0.37)   0.792 (0.42)*  10 4.6  10 No     Ceiling
 Rhum deer (culled)  P  3    0.216 (0.48)* 0.706 (0.45)   0.668 (0.23)*  17 6.4  17 No     None
 Rhum deer (unculled)  P  3    0.193 (0.36)*# 0.645 (0.16)   0.918 (0.13)*  21 9.5  21 No     Contest
 Prairie dog  P  1    0.381 (0.00)*# 0.519 (0.00)   0.687 (0.00)* 2 2.7 8 No     Logistic
 Cape hunting dog  M  2    0.277 (0.87) 0.200 (0.70)   0.862 (0.07) 2 6.0  10  Yes     Ceiling
 Yellow-bellied marmot  P  2    0.624 (0.51)# 0.472 (0.38)#   0.786 (0.14)* 2 5.2  15 No     Contest
 White-tailed deer  P  1    0.497 (0.16) 0.433 (0.00)   0.607 (0.17)* 3 2.2  12 No     Ceiling
 Soay sheep  P  1    0.265 (0.35)* 0.821 (0.05)#   0.821 (0.05)*# 2 4.2  12 No     Scramble
 Boreray sheep  P  1    0.265 (0.35)* 0.821 (0.05)#   0.821 (0.05)*# 2 4.2  12 No     Scramble
 Grizzly bear  P  5    0.328 (0.25)* 0.890 (0.11)   0.920 (0.11)* 5 15.8  25  Yes     Ceiling
 Brook trout  P  1    2.116 (0.29)* 0.397 (0.14)   0.136 (0.21)* 5 2.4 5 No     None
 Sage-brush lizard  P  2    1.083 (0.52) 0.439 (0.41)   0.600 (0.29)* 4 3.1 7 No     None

aM = monogamous, P = polygamous, A = alpha pair. bAge of first breeding, generation length and maximum age are given in years. cAverage fecundity, juvenile

and adult survival rates (and their coefficient of variation, representing environmental stochasticity) are given. Detailed age-structure (indicated by *) or density

dependent rates (#) were used in the PVA models when sufficient data existed. Catastrophes were modelled in cases denoted by a “!” in the survival column.
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Table 4 The relative rank and overall bias of each PVA package for each of the 21 populations

 Name GAPPS INMAT R META R STAGE VORTEX

 Magpie robin 1 – 4 – 2 – 3 – 5 –

 Whooping crane 4 – 5 – 2 + 3 – 1 +

 Danish swallow 1 + 3 – 2 + 4 – 5 –

 Song sparrow 3 – 5 – 4 – 1 – 2 –

 Galápagos cormorant 1 – 4 – 2 – 3 – 5 –

 Black-capped chickadee 5 + 2 + 3 – 4 – 1 +

 Lord Howe Is. woodhen 2 + 4 + 3 + 5 + 1 –

 Heron Island silvereye 2 + 1 + 4 – 5 – 3 –

 Isle Royale gray wolfa 1 + 4 + 5 + 3 + 2 +

 Rhum goat 4 – 1 – 2 – 5 – 3 –

 Rhum deer (culled) 5 – 1 – 3 – 2 – 4 –

 Rhum deer (unculled) 3 + 5 + 1 – 4 + 2 +

 Prairie dog 2 + 5 + 3 + 1 + 4 +

 Cape hunting dog 2 – 3 – 1 – 5 – 4 –

 Yellow-bellied marmot 4 – 5 – 1 – 2 – 3 –

 White-tailed deer 5 + 3 + 1 + 4 + 2 +

 Soay sheep 2 + 5 – 4 + 1 + 3 +

 Boreray sheep 2 + 5 – 4 + 1 + 3 +

 Grizzly bear 2 – 5 – 3 – 4 – 1 –

 Brook trout N/A 3 + 2 + 4 + 1 –

Sage-brush lizard 5 + 3 + 1 + 4 + 2 +

Average rank 2.8 3.6 2.5 3.2 2.7

Rank was based on the goodness of fit to actual population size – a least squares (χ2 = Σ(P–A)2/A)

estimate, where P is the predicted median size at each time-step and A is the actual population size.

Ranks do not differ across packages (P = 0.097). To be identical, all packages would have a rank of 3

([1+2+3+4+5]/5). The bias represents the sum of the difference between predicted and observed size at

each time point, averaged over 500 simulation replicates. A negative bias (–) indicates an under-

estimation of population size, a positive bias (+) the converse.


