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Abstract

Nitrogen reactive transport modeling is subject to uncertainty in model parameters, structures, and scenarios. By using a new variance-based global sensitivity analysis method, this paper identifies important parameters for nitrogen reactive transport with simultaneous consideration of these three uncertainties. A combination of three scenarios of soil temperature and two scenarios of soil moisture creates a total of six scenarios. Four alternative models describing the effect of soil temperature and moisture content are used to evaluate the reduction functions used for calculating actual reaction rates. The results show that for nitrogen reactive transport problem, parameter importance varies substantially among different models and scenarios. Denitrification and nitrification process is sensitive to soil moisture content status rather than to the moisture function parameter. Nitrification process becomes more important at low moisture content and low temperature. However, the changing importance of nitrification activity with respect to temperature change highly relies on the selected model. Model-averaging is suggested to assess the nitrification (or denitrification) contribution by reducing the possible model error. Despite the introduction of biochemical heterogeneity or not, fairly consistent parameter importance rank is obtained in this study: optimal denitrification rate ($K_{dmax}$) is the most important parameter; reference temperature ($T_0$) is more important than temperature coefficient ($Q_10$); empirical constant in moisture response function ($\theta$) is the least important one. Vertical distribution of soil moisture but not temperature plays predominant role controlling nitrogen reaction. This study provides insight into the nitrogen reactive transport modeling and demonstrates an effective strategy of selecting the important parameters when future temperature and soil moisture carry uncertainties or when modelers face with multiple ways of establishing nitrogen models.

1. Introduction

The nitrogen cycle, together with the carbon cycle, plays an important role in sustaining subsurface and terrestrial environments and ecosystems (European Environment Agency (EEA), 2000; Galloway et al., 2004; Rivett et al., 2007). In subsurface hydrology, nitrogen reactive transport modeling is a vital tool for simulating nitrogen transformation and for estimating the amount of nitrogen transport within and between soil and groundwater. Nitrogen reactive transport modeling is complicated for the fact that nitrogen transport is controlled by a large number of physical, chemical, and biological processes and their associated parameters. It is important to identify the important parameters that control nitrogen reactive transport so that limited resources can be used to better characterize the important parameters to improve the accuracy of model predictions. The identification of important parameters is nontrivial due, in part, to the following three challenges: (1) the parameters vary substantially in space and time, and it is uncertain which parameter values should be used for the identification of important parameters; (2) the parameters may be used by a number of alternative models, and the parameter importance may vary between different models; (3) the scenarios of future system conditions under which model predictions are made are uncertain, and the scenario uncertainty may affect the parameter importance. While existing methods of global sensitivity analysis are able to identify important parameters under parametric uncertainty (Griensven et al., 2006; Mishra et al., 2009; Saltelli et al., 2010; Rakovec et al., 2014; Zhang et al., 2013; Razavi and Gupta, 2015, 2016a,b; Song et al., 2015; Wainwright et al., 2014), there has been few study that identifies important parameters under model and scenario uncertainty for nitrogen reactive transport modeling.
Model uncertainty and scenario uncertainty are prevalent in nitrogen reactive transport modeling. With respect to model uncertainty, various models have been developed based on different conceptual and mathematical descriptions of nitrogen reactive transport. Hansen et al. (1995) compared five alternative models (ANIMO, SOILN, OMNI, NLEAP, and DAISY), and Heinen (2006) reviewed more than fifty models. Frolik et al. (1998) described four models (CENTURY, DNDC, Expert-N, and NASA-CASA) for simulating nitrous oxide (N₂O) emissions. Wu and McGechean (1998) compared four soil nitrogen dynamics models (ANIMO, SUNDIAL, SOILN, and DAISY). Rodrigo et al. (1997) discussed nine models that have been developed for simulating the effects of temperature and water content on carbon and nitrogen transformation in soils. Following Meyer et al. (2014), a scenario is defined as a future state or condition under which the models are simulated. With respect to scenario uncertainty, it is always uncertain under what future temperature and precipitation conditions nitrogen reactive transport predictions are made, and there is also no consensus on how scenarios influence model predictions. For example, Heinen (2006) found that moisture content is important to denitrification; Wang et al. (2005) reported that temperature is a controlling factor of denitrification; Pohler et al. (2007) pointed out that pH is important to nitrogen cycling. McIntyre et al. (2005) and Wang et al. (2013) considered impacts of spatial variability of model parameters (e.g., hydraulic conductivity) on nitrogen transport. These studies indicate that the nitrogen reactive transport models are diverse, and that these models are used under different future system conditions.

This study is focused on identifying the important parameters that control nitrification and denitrification, which play an important role in the nitrogen cycle. Particularly speaking, the model uncertainty considered in this study is related to various reduction functions used in literature for estimating actual nitrification and denitrification rates. The rates are evaluated by multiplying potential rates (the maximum rates under optimal conditions) with reduction functions that depend on various factors, such as nitrate concentration, moisture content, temperature, and pH of soils (see the review article of Heinen (2006) and references therein). Since the factors affect nitrification and denitrification in different ways, a number of reduction functions have been developed, and it is often uncertain which function should be used. Taking denitrification as an example, according to Heinen (2006), "... reduction by soil conditions is site-specific, and, therefore, a universal, simple process model for denitrification does not seem to exist". For all the reduction functions, they heavily depend on soil temperature and moisture, which affect microbial processes in soils (Rodrigo et al., 1997). The two factors usually vary substantially in space and time, and the variation leads to scenario uncertainty. It is necessary to identify important parameters for a range of future temperature and precipitation, rather than for fixed (e.g., present-day) temperature and precipitation values. There are some other factors (such as pH and soil organic carbon) that may affect nitrogen reactive transport, but they are ignored in this study.

With the consideration of parametric uncertainty, model uncertainty, and scenario uncertainty, the following three questions are raised immediately for identifying important parameters in nitrogen reactive transport problem: (1) Are the parameters important to one model also important to another model? (2) Are parameters important under one prediction condition still important under another prediction condition? (3) How scenario affects the performance of model prediction? This study answers the above three questions in the field of nitrogen reactive transport modeling by using a method recently developed by Dai and Ye (2015). Different from existing methods of global sensitivity that can be used only for a single model and a single modeling scenario, this method considers multiple models and multiple scenarios in the context of model averaging and scenario averaging. Rather than choosing a single model and define a single scenario, model, and scenario averaging method is introduced to alleviate the disparity of sensitivity analysis between different models and scenarios.

Although this study is focused on the nitrification and denitrification processes, the method of global sensitivity analysis is mathematically general and can be applied to other reactive transport processes of nitrogen and other contaminants. It is hoped that this study can provide a framework and an example of using global sensitivity analysis to select important parameters in nitrogen modeling (and reactive transport modeling in a broad sense) under the uncertainty of model parameters, structures, and scenarios. To the best of our knowledge, such an example is unprecedented.

In the rest of this paper, Section 2 describes the new method for variance-based global sensitivity analysis under parametric, model, and scenario uncertainties. Section 3 presents the details of nitrogen reactive transport modeling at the lysimeter scale as well as the six modeling scenarios, four models, and the parameter distributions. The results of sensitivity analysis are listed in Section 4. In Section 5, we discussed the necessity of consideration of models and scenarios in sensitivity analysis and the impact of scenarios on nitrogen processes. The conclusions of this study are given in Section 6.

2. Methodology

This section gives a brief description of the sensitivity indices defined by Dai and Ye (2015) for the following three situations: (1) for a single model and a single scenario, (2) for multiple models but a single scenario, and (3) for multiple models and multiple scenarios. The details of deriving the indices are referred to Dai and Ye (2015).

For a single model and a single scenario, \( Y = f(X, M, S) \), where \( Y \) is a scalar model output and \( X = \{X_1, X_2, ..., X_i\} \) denotes a vector of random model parameters. When considering model and scenario uncertainty, the model output can be written as \( Y = f(X, M, S) \), where \( M \) denotes a model set with multiple models, \( M = \{M_1, M_2, ..., M_n\} \), and \( S \) denotes a scenario set with multiple scenarios, \( S = \{S_1, S_2, ..., S_m\} \), respectively. Since parameters are different in different models, \( X \) is the union of parameters in each model, \( X = X^0 \cup \bigcup_{i=1}^{n} \{X^{(i)}_1, X^{(i)}_2, ..., X^{(i)}_i\} \), where \( X^0 \) is the parameters of model \( M_i \). By using the law of total variance and the law of total expectation, the predictive variance of \( Y \) can be decomposed as (Dai and Ye, 2015):

\[
V(Y) = E_{M}E_{S}E_{X}(V(Y|X,M,S)) + E_{M}E_{S}E_{X}E_{Y}(V(Y|X,M,S)) + E_{X}E_{M}E_{S}(V_{X}(Y|X,M,S)) + E_{X}E_{M}E_{S}(V_{X}(Y|X,M,S))
\]

(1)

where \( M, S, X \), and \( Y \) indicate the hierarchical relations that models are conditioned on scenarios and that parameters are conditioned on models and scenarios. Note that the total uncertainty consists of three parts, i.e., parameter, model, and scenario uncertainty, while the interactions between them are ignored.

The four terms at the right-hand side of Eq. (1) represent data uncertainty, \( E_{M}E_{S}E_{X}E_{Y}(V(Y|X,M,S)) \), parametric uncertainty, \( E_{M}E_{S}E_{X}(V_{X}(Y|X,M,S)) \), model uncertainty, \( E_{M}E_{S}E_{X}(V_{X}(Y|X,M,S)) \), and scenario uncertainty, \( E_{M}E_{S}E_{X}(V_{X}(Y|X,M,S)) \). The data uncertainty here is treated as the variance of measurement error, and it is assumed to be a constant and thus not involved in sensitivity analysis. The model uncertainty is caused by different mean predictions given by different models (also known as between-model uncertainty). Similarly, the term of scenario uncertainty is caused by different mean predictions under different scenarios (also known as between-scenario uncertainty). The parametric uncertainty is not limited to a single model, but for multiple models and under different model scenarios. Therefore, \( E_{M}E_{S}E_{X}(V_{X}(Y|X,M,S)) \) is used in this paper as the basis of global sensitivity analysis under parametric, model, and scenario uncertainties.

For a single model, \( M \), and a single scenario, \( S \), the mean operations over models and scenarios disappear, and the \( E_{M}E_{S}E_{X}E_{Y}(V(Y|X,M,S)) \) term becomes

\[
E_{M}E_{S}E_{X}(V(Y|X,M,S)) = V_{X,Y}(Y|X,M,S)
\]

(2)
Based on this equation and in the same manner of Sobol' sensitivity analysis (Saltelli et al., 2010), the first-order sensitivity index is defined as

\[ S_i = \frac{\text{EV}_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{\text{EV}_{\text{X},\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))} \]

and the total-effect sensitivity index is defined as:

\[ S_{\text{fi}} = \frac{E_{\text{X},i,\text{M},\text{S}}V_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{\text{EV}_{\text{X},\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))} = 1 - \frac{\text{EV}_{\text{X},i,\text{M},\text{S}}V_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{\text{EV}_{\text{X},\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))} \]

where \( X_i \) is the i-th parameter, and \( X_{-i} \) denotes all other parameters but \( X_i \). The mean and variance can be evaluated using the Monte Carlo (MC) method of Saltelli et al. (2010).

Imagine there are two independent sampling matrices \( A \) and \( B \), with \( k \times N \) as dimensions, where \( k \) is the number of factors, \( N \) is the number of simulations. Now introduce matrix \( A_i^j(\cdot) \) where all columns are from \( A(B) \) except the i-th column which is from \( B(A) \). Saltelli et al. (2010) compared several practices for the simultaneous computation of Sobol' sensitivity indices and suggested an improved computation for \( S_{\text{fi}} \), where the numerator is proposed for a fixed model and scenario:

\[ V_{\text{X},i,\text{M},\text{S}}E_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i = V_{\text{E}}(E(Y|\text{X})) = \frac{1}{N} \sum_{j=1}^{N} f(\text{B}_j)(f(\text{A}_j^i)-f(\text{A}_j)) \]

where \( (\text{B}_j) \) denotes the j-th row of matrix \( B \).

The computation of \( S_{\text{fi}} \) proceeds from Eq. (4), where the numerator is obtained from:

\[ E_{\text{X},i,\text{M},\text{S}}V_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i = E_{\text{X}}V_{\text{E}}(E(Y|\text{X})) = \frac{1}{2N} \sum_{j=1}^{N} (f(\text{A}_j)-f(\text{A}_j^i))^2 \]

A total of \( 2N \) simulations are needed to compute \( Y \) corresponding to sampling matrices \( A \) and \( B \), while \( k \cdot N \) simulations are required to compute \( Y \) from matrices \( A_i^j(\cdot) \) for all factors.

When considering multiple models, \( M \), but a single scenario, \( S \), the mean operation over scenarios disappears, and the \( E_{\text{M}}V_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S}) \) term becomes

\[ E_{\text{M}}V_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S}) = E_{\text{M}}V_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S}) \]

The corresponding first-order and total-effect sensitivity indices for the multiple models but the single scenario are defined as

\[ S_{\text{M}} = \frac{E_{\text{M}}V_{\text{X},\text{M},\text{S}}E_{\text{X},\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{E_{\text{M}}V_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S})} \]

and

\[ S_{\text{fi}} = \frac{E_{\text{M}}E_{\text{X},i,\text{M},\text{S}}V_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{E_{\text{M}}V_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S})} \]

The mean of multiple models, \( E_{\text{M}}(\cdot) \), in Eqs. (8) and (9), is evaluated by using the model averaging method \( E_{\text{M}}(\cdot) = \sum_k P(M_k|S)(\cdot) \), where \( P(M_k|S) \) is the probability of model \( M_k \) under scenario \( S \) and satisfies \( \sum_k P(M_k|S) = 1 \). The computation here are under a hierarchical structure. Taking the denominator of the right hand side of Eq. (8) as an example, the first mean is with respect to the models postulated for scenario \( S \), and the variance, \( V_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S}) \), is the variance of inner expectation, \( E(\text{Y|X,M,S}) \), calculated over all the changing values of the parameters under the model set \( M \) and scenario \( S \). Here is the difference between the new method and the conventional method such as the Sobol' sensitivity analysis. Unlike the model averaging output that is the weighted average of individual models, the index, \( S_{\text{M}} \), is not a weighted averaging of \( S_i \) of individual models. Instead, model averaging is conducted for the denominator and numerator separately, and the ratio of the weighted averages is used for evaluating the sensitivity index.

When considering multiple models, \( M \), and multiple scenarios, \( S \), the first-order and total-effect sensitivity indices for the multiple models and the multiple scenarios are defined as

\[ S_{\text{M}} = \frac{E_{\text{M}}E_{\text{X},i,\text{M},\text{S}}V_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{E_{\text{M}}E_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S})} \]

\[ = \frac{\sum_s P(S)E_{\text{X},i,\text{M},\text{S}}V_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{\sum_s P(S)E_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S})} \]

(10)

\[ S_{\text{fi}} = \frac{E_{\text{M}}E_{\text{X},i,\text{M},\text{S}}V_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{E_{\text{M}}E_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S})} \]

\[ = \frac{\sum_s P(S)E_{\text{X},i,\text{M},\text{S}}V_{\text{X},i,\text{M},\text{S}}(E(Y|\text{X},\text{M},\text{S}))_i}{\sum_s P(S)E_{\text{X},\text{M},\text{S}}E(\text{Y|X,M,S})} \]

(11)

The mean of multiple scenarios, \( E_{\text{S}}(\cdot) \), in Eqs. (10) and (11), is evaluated by using the scenario averaging method \( E_{\text{S}}(\cdot) = \sum_s P(S)(\cdot) \), where \( P(S) \) is the probability of scenario \( S \) and satisfies \( \sum_s P(S) = 1 \). The computation are similar to Eqs. (6) and (7).

3. Nitrogen reactive transport modeling and associated uncertainty

This section first describes the numerical modeling for simulating unsaturated flow and nitrogen transport at the lysimeter scale. We consider six scenarios and four models for modeling nitrogen nitrification and denitrification, and identify important parameters related to the scenarios and models. The different models in this study are established based on different responses to environmental factors and the scenarios are designed by setting the possible future states of environmental factors. The mathematical functions evaluating nitrification and denitrification processes considered in this study are widely used in nitrogen modeling. Therefore, the numerical modeling of this study presents a case in which model parameters, structures, and structures are tangled together to render the identification of important parameters sophisticated.

3.1. Lysimeter-scale nitrogen reactive transport modeling

As shown in Fig. 1, the lysimeter domain is 3 m in length. The soil texture is clay loam. The soil water characteristic curve and unsaturated hydraulic conductivity are described by the van Genuchten model (van Genuchten, 1980) with the following parameter values: residual soil-water content \( \theta_r = 0.095 \), saturated soil-water content \( \theta_s = 0.41 \), \( \alpha = 1.9 \text{ m}^{-1} \), \( n = 1.31 \), and saturated hydraulic conductivity \( K_s = 0.6 \text{ m d}^{-1} \) (Simunek et al., 2005). The initial averaging volumetric water content is 0.31. The top boundary is subject to an atmospheric boundary condition, and the bottom and lateral boundaries are prescribed as the no-flow boundary condition. The horizontal flow is not considered in the domain. The finite-element mesh with 36 triangular elements and 38 nodes is used in modeling. The time step is automatically adjusted with an initial time step of 0.01 day and a maximum time step of 0.05 day. The total simulation period is 100 days. The initial concentrations of ammonium and nitrate are uniform over the whole domain, with the values of 5 mg/L and 20 mg/L, respectively. The flow and solute transport equations are solved by ORTHOMIN method (Mendoza et al., 1991). Soil temperature and moisture are the environmental factors which influence reactive nitrogen transport in
this study, which are given in Section 3.3.

3.2. Unsaturated flow and nitrogen transport modeling

Nitrogen-2D, developed by Yang et al. (2008) is used for the numerical modeling. The numerical model involves a two-dimensional, variably unsaturated flow and nitrogen transport with consideration of nitrification and denitrification. The flow model is governed by the Richards’ equation,

\[
\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial x_i} \left( K_{ij} \frac{\partial h}{\partial x_j} \right) - S
\]

where \( \theta \) is volumetric water content, \( h \) is pressure head, \( S \) is a sink/source term, \( x_i \) are the spatial coordinates with \( x_i \) in the horizontal and \( x_j \) in the vertical directions, \( K_{ij} \) represents the components of the unsaturated soil conductivity tensor.

The transport of ammonium and nitrate in the soil is governed by the conventional advection-dispersion equation. The governing equation of ammonium transport is

\[
\frac{\partial}{\partial x_i} \left( D_i \frac{\partial C_{NH4}}{\partial x_i} \right) - q_i \frac{\partial C_{NH4}}{\partial x_i} - \frac{\partial C_{NH4}}{\partial t} = -R_{nit}
\]

where \( D_i \) denotes the components of the dispersion coefficient tensor, \( q_i \) is the magnitude of Darcy flux, \( C_{NH4} \) is ammonium concentration, \( R_{nit} \) is the actual nitrification rate. The governing equation of nitrate transport is:

\[
\frac{\partial}{\partial x_i} \left( D_i \frac{\partial C_{NO3}}{\partial x_i} \right) - q_i \frac{\partial C_{NO3}}{\partial x_i} - \frac{\partial C_{NO3}}{\partial t} = R_{nit} - R_{den}
\]

where \( C_{NO3} \) is the nitrate solution concentration, and \( R_{den} \) is the actual denitrification rate. The details of modeling nitrification and denitrification are given in Section 3.4, where the alternative functions for evaluating actual nitrification and denitrification rates are discussed.

3.3. Six scenarios of temperature and precipitation

The six scenarios considered in this study are a combination of three scenarios of future soil temperature and two scenarios of future precipitation. The three temperature scenarios correspond to three different yearly-average temperatures of 15, 5, and 25 °C, and the scenarios are denoted as S15, S5, and S25, respectively. For each of the three temperature scenarios, the temperature profile, \( T(z,t) \), at depth \( z \) of the soil and a given time, \( t \), is calculated from the empirical equation of Bijretama and Kroes (1991),

\[
T(z,t) = T_0 + A_0 \exp \left( -\frac{z}{D_m} \right) \cos(\omega t + \varphi - \frac{z}{D_m})
\]

where \( T_0 \) is the yearly-average temperature (°C), \( A_0 \) is the amplitude of temperature wave (°C), \( D_m \) is damping depth (m), \( \omega \) is the frequency of temperature wave, \( \varphi \) is a phase shift. Except \( T_0 \), the parameter values are the same under the three scenarios, and they are \( A_0 = 5 \), \( D_m = 3 \), \( \omega = 0.017214 \), and \( \varphi = 2.388 \). Eq. (15) indicates that the temperature profiles (in depth) have the same shape under the three scenarios, but have different values due to the different \( T_0 \) values. When calculating the response of nitrogen process to temperature (discussed in Section 3.4), the reference temperature was suggested within the range of 15–35 °C (Heinen, 2006). Our design of the temperature scenario was based on this suggestion, while the yearly-average temperature in the base scenario is 15 °C (denoted as S15). Under scenario S5, the yearly average temperature is designed at 5 °C, and the lowest temperature in the domain is 0 °C, under which the biofilm is inactive. For scenario S25, the largest temperature in the domain is 30 °C, as it has been reported that the optimal temperature for nitrification and denitrification is around 25° to 30 °C (Rysgaard et al., 2004; Saad and Conrad, 1993). Therefore, nitrification and denitrification may respond differently under the three temperature scenarios, which is discussed in Section 3.4 below. The two precipitation scenarios are the present-day scenario with the precipitation of 13 mm and the wet scenarios with the increased precipitation of 26 mm during the whole simulation period. Under the two precipitation scenarios, the averaging soil moisture in this domain ranges from 0.3 to 0.33 and 0.3 to 0.37. The nitrification rate may respond differently to the soil moisture, which is discussed in Section 3.4. By applying these two designed precipitation scenarios, the impact of soil moisture on nitrogen reactive models and parameters is presented in the next part.

Combining the three temperature scenarios and the two precipitation scenarios leads to a total of six scenarios that are denoted as S15P, S5P, S25P, S15W, S5W, and S25W, for which the letter S stands for scenario, the numbers for soil temperature, and the letters of P and W for precipitation. The scenarios have substantial impacts on the unsaturated flow and nitrogen transport. The precipitation scenarios also affect the simulations of nitrogen concentration, because moisture content affects the actual rates of nitrification and denitrification, as discussed in Section 3.4 below.

3.4. Four reduction functions and their random parameters

Following Yang et al. (2008), nitrification is modeled as the first-order process,

\[
R_{nit} = \frac{\partial N}{\partial t} = -K_{nit}(\theta + \rho K_s) f_{m} f_{f} N,
\]

and denitrification as the Michaelis-Menten process,

\[
R_{den} \frac{\partial N}{\partial t} = -K_{den} f_{m} f_{f} (\theta + \rho K_s) N + K_{C}.
\]

where \( N \) is the ammonium or nitrate concentration in the soil solution, \( K_{nit} \) the optimal nitrification rate, \( K_{den} \) the distribution coefficient for adsorbing solute, \( \rho \) is soil bulk density, \( K_{den} \) is the optimal denitrification rate, \( K_{C} \) the half-saturation coefficient, and \( f_{m} \) and \( f_{f} \) are the reduction factors of the soil moisture and soil temperature, respectively. In this study, the reduction factors (\( f_{m} \) and \( f_{f} \)) are evaluated using alternative models given in SOILN (Johnson et al., 1987) and DAISY (Hansen et al., 1993), two software that have been widely used for nitrogen modeling (e.g., de Neergaard et al., 2002; Eckersten et al., 2007; Liang et al., 2014; Yang et al., 2008).

Table 1 lists the four alternative models used for the nitrification process and the other four models for the denitrification process. Two alternative functions (denoted as T1 and T2) are used for modeling the
impacts of soil temperature on nitrification and denitrification. Function T1, adopted from SOILN and used for both nitrification and denitrification processes, is based on the Arrhenius or van’t Hoff laws (Rodrigo et al., 1997). $T$ is the soil temperature evaluated using Eq. (15). $T_r$ is the reference temperature for which $f_T = 1$. $Q_0$ is the response to a 10°C soil temperature change. $Q_0$ and $T_r$ are treated as random variables and discussed below. Function T2 (used in DAISY) of nitrification is based on the understanding that the nitrification process is controlled by different types of microbes in different temperature ranges, and takes the form of the piecewise function. The T2 function of denitrification (also used in DAISY) does not consider the temperature impacts, and uses the constant value of one for any temperature.

Two alternative functions (denoted as M1 and M2) are used for modeling the impacts of moisture content on nitrification and denitrification. Function M1 of nitrification (used in SOILN) simulates the impacts of moisture content on actual nitrification rate, where $d$ is the saturated moisture content, $d_m$ and $d_s$ are the high and low water content, respectively, within which the reduction function is one, and $d_{hi}$ is the minimum water content for process activity, and temperature ranges, the following four models, because of the diversity of substrates, environmental conditions, and temperature ranges, the following five parameters related to nitrification and denitrification processes are considered as random variables: $K_{sat}$ (the optimal rate of nitrification), $K_{den}$ (the optimal rate of denitrification), $Q_{10}$ and $T_r$ used in function T1, and $m$ used in function M1. Based on literature search (Korom, 1992; Bengtsson et al., 2003; Heinen, 2006), the following uniform distributions are assumed for the parameters: $K_{sat} \sim U(0.0001,0.1)$, $K_{den} \sim U(0.0001,0.1)$, $Q_{10} \sim U(1.01,3.5)$, $T_r \sim U(10,30)$, and $m \sim U(0.5,2.5)$.

### 3.5. Case with stratified biochemical heterogeneity

The above case considered one very simple situation. However, nitrogen transport and reaction may face a much more complex situation in a real-world application. For example, the biomass species varies along the vertical direction, which leads to a stratified distribution of biotic reaction activity. Thus, the model parameters would be spatially stratified at the field site. To simplify, the spatial stratified heterogeneity is defined as between strata variance in this study, which means model parameters are different between strata. We further investigate nitrogen reactive transport in a vertical stratified domain which is equally divided into two layers. The hydraulic parameters in both layers are same with those discussed in Section 3.1, while the five reactive parameters are set differently in two layers. The same four models, six scenarios and parameter distributions are applied in this case. Thus, the sensitivity analysis of a total of ten parameters is evaluated. Results and discussion of this two-layer case will be presented in Section 5.4.

### 4. Results

This section presents the results of the global sensitivity index evaluated for individual models and scenarios, for multiple models (after model averaging) but individual scenarios, and for multiple models and multiple scenarios (after scenario averaging). Although both the first-order and total sensitivity indices defined in Section 2 are calculated, only the results of total sensitivity index are presented, because it considers the impacts of parameter interaction on model outputs, which is not considered by the first-order sensitivity index. In addition, only the sensitivity analysis results regarding to nitrate concentration are presented. The total sensitivity index is evaluated at the 11 observation points shown in Fig. 1, and the average index value of each 11 index values is calculated and used for the plotting and discussion below. Without loss of generality, equal probability of scenarios and models (i.e., the probability of each of the six scenarios is 1/6 and the probability of each of the four models is 1/4) are used for evaluating the sensitivity indices below. While the impacts of the probability on the sensitivity results were found by Dai and Ye (2015), discussing the impacts is beyond the scope of this study.

Fig. 2 plots the probability density functions (PDFs) of nitrate

---

### Table 1

Alternative models used to evaluate reduction factors $f_n$ and $f_d$ for calculating actual nitrification and denitrification rates.

<table>
<thead>
<tr>
<th>Nitrification</th>
<th>Denitrification</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>$f_T = Q_0^{(T-T_r)/10}$</td>
</tr>
<tr>
<td>T2</td>
<td>$f_T = \begin{cases} 0 &amp; (T \leq 2) \ 0.15(T-2) &amp; (2 &lt; T \leq 6) \ 0.17(T-6) &amp; (6 &lt; T \leq 20) \ 0.47-0.037T+0.0013T^2 &amp; (20 &lt; T \leq 40) \end{cases}$</td>
</tr>
<tr>
<td>M1</td>
<td>$f_m = \begin{cases} \theta - \theta_l \theta_s \theta_h &amp; \theta &lt; \theta_l \ 1 &amp; \theta_l \leq \theta \leq \theta_s \ \theta_l - \theta \theta_s \theta_h &amp; \theta &gt; \theta_s \end{cases}$</td>
</tr>
<tr>
<td>M2</td>
<td>$f_m = \begin{cases} 0 &amp; \theta &lt; \theta_l \ (\theta - \theta_l) &amp; \theta \leq \theta_s \ \frac{1}{2} &amp; \theta &gt; \theta_s \end{cases}$</td>
</tr>
</tbody>
</table>

---
concentration (averaged over the eleven observation points shown in Fig. 1) simulated using different models under different scenarios at the simulation time of 100 days as an example (the PDFs of other simulation times are similar to those shown in Fig. 2 and thus not shown). The figure shows that the variability of simulated nitrate concentration is substantially different for different models and scenarios. Since the variance of simulated nitrate concentration is the denominator of the sensitivity index (Eqs. (3) and (4)) for a single model and scenario, the importance of parameters under different models and scenarios are not directly comparable. It is, therefore, necessary to use the method described in Section 2 to evaluate the sensitivity index for multiple models and scenarios.

Table 2 lists the total sensitivity index (%) (averaged over the eleven observation points shown in Fig. 1) of the five parameters evaluated using the individual models and scenarios for nitrate concentration at the simulation time of 100 days. If a parameter is not used in a model, the index value of the parameter is set to zero for the model. For example, since parameters $Q_{10}$ and $T_c$ are not used in the models related only to T2, the sensitivity index values of the two parameters are zero for all the models associated with T2.

Table 3 lists the total sensitivity index (averaged over the eleven observation points shown in Fig. 1) evaluated for the four models but every single scenario. As indicated by Eqs. (8) and (9), the multi-model sensitivity index of a parameter is not the arithmetic mean of the parameter’s sensitivity index of the four models, but the ratio between the model-averaged variance of the specific parameter and the model-

**Table 2**

Average total sensitivity index (%) of the nitrate concentration at simulation time of 100 days evaluated for individual models and scenarios.

<table>
<thead>
<tr>
<th>Scenario 1 (S15P)</th>
<th>Scenario 2 (S5P)</th>
<th>Scenario 3 (S25P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>$T_2$</td>
<td>$T_1$</td>
</tr>
<tr>
<td>$M_1$</td>
<td>$M_2$</td>
<td>$M_1$</td>
</tr>
<tr>
<td>$K_{de}$</td>
<td>75.86</td>
<td>98.25</td>
</tr>
<tr>
<td>$K_{ni}$</td>
<td>4.68</td>
<td>1.49</td>
</tr>
<tr>
<td>$Z$</td>
<td>23.16</td>
<td>0.00</td>
</tr>
<tr>
<td>$Q_{10}$</td>
<td>8.31</td>
<td>0.00</td>
</tr>
<tr>
<td>$m$</td>
<td>0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario 4 (S15W)</th>
<th>Scenario 5 (S5W)</th>
<th>Scenario 6 (S25W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>$T_2$</td>
<td>$T_1$</td>
</tr>
<tr>
<td>$M_1$</td>
<td>$M_2$</td>
<td>$M_1$</td>
</tr>
<tr>
<td>$K_{de}$</td>
<td>77.30</td>
<td>98.37</td>
</tr>
<tr>
<td>$K_{ni}$</td>
<td>3.54</td>
<td>1.18</td>
</tr>
<tr>
<td>$Z$</td>
<td>21.64</td>
<td>0.00</td>
</tr>
<tr>
<td>$Q_{10}$</td>
<td>8.55</td>
<td>0.00</td>
</tr>
<tr>
<td>$m$</td>
<td>0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

![Fig. 2](image)

Probability density function (PDF) of average nitrate concentration simulated at 100 day for each model and scenario.
Table 3 shows the sensitivity index of individual parameters, which is defined as the ratio of the variance caused by a parameter to the variance of all parameters. In other words, the results listed in Table 3 are not simply the arithmetic mean of the results listed in Table 2. Taking Scenario SSP as an example, the sensitivity index value of $Q_{\text{so}}$ in Table 3 is 23.34%, significantly larger than the arithmetic mean (12.55%) of the four index values (30.49%, 0%, 19.7%, and 0%) listed in Table 2. The multi-model sensitivity index is more informative than the arithmetic average, because the former better reflects the contribution of the variance caused by a parameter to the variance caused by all the parameters in the model-averaging sense.

In the last column of Table 3, the total sensitivity index of each parameter for multiple models and multiple scenarios is listed. This index is the composite parametric sensitivity by simultaneously considering uncertainty in model parameters, structures, and scenarios. The table shows that parameter $K_{\text{dtn}}$ is the most important parameter for the simulated nitrate concentration under the multiple models and scenarios considered in this study. The second most important parameter is parameter $T_r$, followed by parameters $Q_{\text{so}}$ and then $K_{\text{nii}}$; parameter $m$ is the least important parameter.

5. Discussion

This section discusses the results presented in the last section to understand why the parameter importance varies or remains invariant for different models and scenarios, why the concepts of model uncertainty and scenario uncertainty help understand conflicting results of parameter importance reported in literature, and why the new parameter sensitivity indices (with consideration of model uncertainty and scenario uncertainty) help identify the parameters important to nitrification and denitrification.

5.1. Important nitrogen parameters vary among different individual functions and scenarios

Table 2 shows that the values of sensitivity index of model parameters (except $m$) vary substantially for different models and scenarios. For example, under scenario SSP, the total sensitivity index of parameter $K_{\text{dtn}}$ changes from 62.59% for model T1M1 to 4.80% for model T2M2; taking model T2M2 as an example, the index changes from 4.8% under Scenario SSP to 99.76% under Scenario S25W. These results indicate that, without considering model and scenario uncertainties, identifying important parameters based on a single model and a single scenario may lead to incorrect identification.

The substantial variation of important parameters across different models and scenarios is not surprising, because model simulations vary substantially under different models and scenarios. More specifically speaking, according to Eq. (4), the sensitivity index of a model parameter for a single model under a single scenario is the ratio between the variance related to the parameter (e.g., the numerator of Eq. (4)) and the variance related to all model parameters (e.g., the denominator of Eq. (4)). Since the two variances vary between models under different scenarios, the sensitivity index changes for different models and scenarios. For example, since the numerator-variance for parameter $K_{\text{dtn}}$ and the denominator-variance are 0.435 and 0.491, respectively, for model T2M2 under scenario S15P, the corresponding sensitivity index is 88.52%. For model T1M1 under scenario S5P, the numerator-variance and the denominator-variance become 1.268 and 2.026, which leads to the sensitivity index of 62.59%. Therefore, the sensitivity indices of individual models under individual scenarios are not comparable, and cannot be used to select the important parameters.

To confirm the identified important parameters for the individual models and scenarios, we compare the variance of simulated nitrate concentration for two cases by varying all parameters in the parameter ranges given in Section 3.3 and by reducing the parameter range by 40% (e.g., the 20%-80% of the original range) for one parameter value at a time. The basic idea is that, if a parameter is more important than other parameters, reducing its parameter range will lead to a larger reduction of the variance of simulated nitrate concentration. Fig. 3 plots the marginal distributions of simulated nitrate concentration for the two cases, and the corresponding variance for the two cases are also shown in the figure. In Fig. 3(a) for model T1M1 and scenario S15P, fixing the most important parameter ($K_{\text{dtn}}$) leads to a variance reduced from 3.868 to 2.134, the largest reduction for all the parameters. The amount of variance reduction is consistent with the ranking of model importance given by the sensitivity index listed in Table 2. In other words, fixing the value of a more important parameter leads to large variance reduction. This indicates that the Sobol’s sensitivity index can be used to identify important model parameters. Comparing Fig. 3(a) with Fig. 3(b) (for model T1M1 and scenario SSP) and Fig. 3(c) (for model T2M1 and scenario SSP) indicates that the values of variance and the amounts of variance reduction change for different models and/or different scenarios. Therefore, without considering model uncertainty and scenario uncertainty, an inaccurate selection of important parameters may occur.

5.2. Reasons for conflicting results reported in literature

The variability of the sensitivity index may be used to explain different conclusions reported in literature about the importance of the parameters related to nitrification and denitrification processes. In Table 4, we reviewed some conflicting conclusions which were obtained by various methods. The conclusion of Wang et al. (2005) is supported by the summation of the sensitivity index of $Q_{\text{so}}$ and $T_r$, because the index ranges between 24.87% (for model T1M2 and scenario S15P) and 39.39% (for model T1M2 and scenario S25P), suggesting that temperature is important to nitrogen transformation. However, our results demonstrate that the optimal denitrification rate, $K_{\text{dtn}}$, is more important. The conclusion of Heinen (2006) is supported by the sensitivity index of model T1M2, for which the sensitivity index of $K_{\text{dtn}}$ increases when precipitation increases in the wet scenario. For example, the sensitivity index increases from 26.05% under scenario SSP to 55.13% under scenario SSW. It should be noted that nitrogen reaction is sensitive to moisture function doesn’t mean it is sensitive to the parameter in moisture function, since the parameter here, $m$, is always unimportant under all conditions in this study. A detailed discussion about this phenomenon is further presented in Section 5.4.

The results in Table 2 also qualitatively support the observation that the nitrification and denitrification processes alternately dominate nitrogen transformation. Bateman and Bagger (2005) concluded that nitrification is the dominant process in nitrogen reactive at low moisture. Our study on model T1M2 is consistent with their conclusion, where the optimal nitrification rate is the most important parameter under Scenario SSP (lower moisture) comparing with Scenario SSw (higher moisture). However, the optimal denitrification rate is most important under other conditions, which suggests denitrification is a more important process that affects nitrate concentration than nitrification. Stevens et al. (1997) also found the similar conclusion that denitrification and nitrification are alternately dominant. However, such alternation also depends on the selected models. The change of parameter importance for different models and under different scenarios suggests again the need of considering model and scenario uncertainties.
when selecting important parameters for nitrification and denitrification processes.

5.3. Identification of important parameters with model and scenario averaging method

Using the multi-model sensitivity index makes it unnecessary to compare the sensitivity indices of different models, which are actually incomparable because of the different variance values of different

Fig. 3. Probability density function (PDF) of simulated nitrate concentration by using (a) model T1M1 and scenario S15P, (b) model T1M1 and scenario SSP, and (c) model T2M1 and scenario SSP. In each combination of model and scenario, different cases of model simulations are made by varying all parameters or fixing one parameter. The variance of simulated nitrate concentration for each case is shown in the brackets.
models (i.e., the denominator of Eqs. (3) and (4)). More importantly, using the multi-model sensitivity index avoids the problem of inaccurate selection of important parameters. Taking parameter $K_{sat}$ under scenario SSP as an example, the index values in Table 2 indicate that this parameter is the third important parameter in model T1M1 (with the index value of 10.92%) but the most important parameter in model T2M2 (with the index value of 95.51%). The multi-model sensitivity index listed in Table 3 suggests that this parameter is the second most important parameter, with the index value of 28.00%. These results show that a parameter important in one model may not be important in another model, and the multi-model sensitivity index is a more reasonable indicator for evaluating the relative importance of model parameters.

The change of the sensitivity index values after model averaging can be qualitatively understood by examining the PDFs shown in Fig. 3. The figure shows that, for scenario SSP, the variance of model T1M1 is significantly larger than that of model T2M2. Quantitatively speaking, the sensitivity index of 95.51% for model T2M2 corresponds to a small total variance of 0.204, whereas the sensitivity index of 10.92% for model T1M1 corresponds to a larger total variance of 2.026. The variance of model-averaging is the average of the variance of each model, which equals 0.720. Similarly, the variance caused by $K_{sat}$ under model averaging is 0.202. These results explain why the multi-model sensitivity index value of $K_{sat}$ listed in Table 3 is smaller than the sensitivity index of the three models (T2M1, T1M2, and T2M2) listed in Table 2.

Table 5 lists the data that helps gain a quantitative understanding why the multi-model index is better than the individual-model index. The second row of the table lists the variance of simulated nitrate concentration given by the four models and model averaging under scenario SSP. The variance of model T2M2 is the smallest of the four models, less than 10% of that of model T1M1. The other five rows of Table 4 list the variance of simulated nitrate concentration obtained by fixing one parameter at a time. Similar to the discussion in Section 5.2, the reduction of variance between the two cases (all parameter varying and one parameter fixed) is used to understand why the multi-model index is better than the individual-model index for identifying important model parameters. Taking parameter $K_{sat}$ as an example, although fixing this parameter reduces the variance substantially (from 0.172 to 0.025) for model T2M2, the reduction is smaller than the corresponding reduction of the other three models, because the total variance (when all parameter varies) of model T2M2 is significantly smaller than the corresponding total variance of the other three models. More importantly, the variance reduction of 0.147 achieved by fixing parameter $K_{sat}$ in model T2M2 is significantly smaller than the variance reduction of 0.73 achieved by fixing parameter $K_{sat}$ in model T1M1. In line with this, the reduction of model-averaging variance by fixing one parameter at a time is the largest for parameter $K_{sat}$ and the second largest for parameter $K_{sat}$. This example illustrates that, the multi-model sensitivity index considers the variance reduction of not a single model but all of the models, and thus identify the parameters that are important not to a single model but to all the models. This is necessary in the situation when model uncertainty exists. The same conclusion can be drawn for the multi-scenario and individual-scenario sensitivity indices, although results are not shown.

5.4. Comparison between one-layer case and two-layer case

Table 6 lists the sensitivity analysis index of each parameter for the two-layer case. The results show that after considering biochemical heterogeneity the importance of parameters for model output shares some similarities with the single-layer case. For example, parameter $K_{den}$ ($K_{den,up}$ and $K_{den,bot}$) often plays a dominant role. The results also show that the importance of one parameter varies between layers. Parameter in bottom layer always has larger sensitivity index than in top layer under each model and scenario. Since denitrification process is the controlling process of affecting nitrate concentration in this study and denitrification activity in the bottom layer (caused by larger moisture content in this layer) is significantly stronger than the top layer, it is reasonable that the model output (nitrate concentration) more depends on the parameters in the bottom layer.

Nitrogen reaction activity gains with the increase of soil moisture and temperature. Since output nitrate concentration uncertainty increases with higher reactive rate, the importance of parameters becomes larger in the area with higher moisture content and temperature than in the area with lower soil moisture and temperature. It is observed that in this two-layer case, moisture content is higher in the bottom layer, while the temperature is opposite. The larger importance of bottom parameters indicates that soil moisture contributes more uncertainty than temperature. The results suggest that spatial distribution of soil moisture needs more delicate attention than the temperature in order to better characterize the nitrogen reactive transport. However, it is not necessary to conclude that parameter related to soil moisture response function is more important than parameters associated with temperature response function. From Table 6, $m$ is always less important than $T$ and $Q_{in}$. This phenomenon indicates that the
response of nitrate reaction to an environmental factor (i.e., moisture content) sometimes is more controlled by that factor itself but not parameter. The above sensitivity analysis can help modeler to contemplate the focus of establishing a nitrogen reactive transport model. It is worthy to note that the sensitivity index of one parameter in the single-layer case may have a considerable difference with the sum of indices of the same parameter in the top and bottom layers. For example, sensitivity index of \( K_{\text{nit}} \) is 57.93% under Model T2M1 and Scenario 1 (S15P), which is significantly different with 78.44%, the value of the sensitivity index of \( K_{\text{nit}} \) in the single-layer case, that parameter remains least important. The only exception is that \( K_{\text{nit}} \) is more important than \( T \). The results from this case, together with the results from single-layer case, indicate that introduced global sensitivity analysis method could largely avoid the inaccurate selection of important parameters under model and scenario uncertainties in a broad sense. Although the inclusion of stratification produces rather complicated parameter importance rank under each mode and scenario (Table 6), the results in Table 7 positively imply that regardless of the possibly biochemical heterogeneity in nitrogen reactive transport model, the global sensitivity analysis by considering model and scenario uncertainties produce fairly consistent parameter importance rank.

5.5. Limitations of this study

There are some limitations to this study: (1). The parameter, model, and scenario uncertainty are considered within a hierarchical framework. The interactions between different uncertainty sources are not expressed explicitly during the variance decomposition (Eq. (1)) and sensitivity analysis (Eqs. (3), (4), (8), (9), (10), and (11)). Thus, the interactions and their impact on output are not quantified in this study. (2). Since models are conditioned on scenarios and parameters are conditioned on models and scenarios under the given hierarchical framework, it is not able to quantify the marginal effect of model and scenario on the outputs by changing models (scenarios) while keeping parameters (and models) fixed in this study.

6. Conclusions and future research recommendations

This study conducts a global sensitivity analysis to identify important parameters to the nitrification and denitrification processes in nitrogen reactive transport modeling. The reduction functions of soil temperature and moisture content are developed for the scenarios of yearly-average temperature and precipitation, and the reduction functions have their own parameters that are treated as random variables. The five parameters considered in this study are the optimal nitrification and denitrification rates (\( K_{\text{den}} \) and \( K_{\text{nit}} \)), the two parameters (\( T \) and

### Table 6

<table>
<thead>
<tr>
<th>Scenario 1 (S15P)</th>
<th>Scenario 2 (SSP)</th>
<th>Scenario 3 (S25P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1M1</td>
<td>T1M2</td>
<td>T2M1</td>
</tr>
<tr>
<td>( K_{\text{den,up}} )</td>
<td>10.46</td>
<td>13.74</td>
</tr>
<tr>
<td>( K_{\text{det,bot}} )</td>
<td>60.37</td>
<td>80.30</td>
</tr>
<tr>
<td>( K_{\text{nit,up}} )</td>
<td>3.79</td>
<td>1.20</td>
</tr>
<tr>
<td>( K_{\text{nit,bot}} )</td>
<td>9.47</td>
<td>2.42</td>
</tr>
<tr>
<td>( \gamma_{\text{up}} )</td>
<td>2.57</td>
<td>0.00</td>
</tr>
<tr>
<td>( \gamma_{\text{bot}} )</td>
<td>14.93</td>
<td>0.00</td>
</tr>
<tr>
<td>( Q_{\text{f,up}} )</td>
<td>1.37</td>
<td>3.00</td>
</tr>
<tr>
<td>( Q_{\text{f,bot}} )</td>
<td>5.31</td>
<td>0.00</td>
</tr>
<tr>
<td>( m_{\text{up}} )</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>( m_{\text{bot}} )</td>
<td>0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table 7

| Approximatively summing sensitivity index of same parameter in two layers for multiples models but individual scenarios (columns 2–7) and for multiple models and multiple scenarios (the last column). |
|-------------------|------------------|------------------|
| S15P | SSP | S25P | S15W | SSW | S25W | S |
| \( K_{\text{den,up}} \) | 8.92 | 11.90 | 0.11 | 0.14 | 7.18 | 0.04 | 0.08 | 0.00 | 10.22 | 16.36 | 0.12 | 0.17 |
| \( K_{\text{det,bot}} \) | 62.78 | 85.63 | 61.62 | 93.90 | 50.33 | 24.80 | 40.61 | 6.28 | 65.57 | 82.09 | 72.67 | 99.42 |
| \( K_{\text{nit,up}} \) | 2.64 | 6.67 | 5.44 | 1.50 | 6.59 | 1.18 | 12.20 | 1.74 | 0.63 | 0.16 | 1.34 | 0.23 |
| \( K_{\text{nit,bot}} \) | 8.54 | 1.95 | 19.47 | 5.76 | 20.01 | 74.39 | 41.95 | 93.97 | 2.14 | 0.38 | 5.15 | 0.98 |
| \( \gamma_{\text{up}} \) | 2.16 | 0.00 | 0.51 | 0.00 | 1.07 | 0.00 | 1.63 | 0.00 | 3.77 | 0.00 | 0.13 | 0.00 |
| \( \gamma_{\text{bot}} \) | 17.71 | 0.00 | 16.18 | 0.00 | 6.81 | 0.00 | 6.03 | 0.00 | 19.85 | 0.00 | 25.26 | 0.00 |
| \( Q_{\text{f,up}} \) | 1.06 | 0.00 | 0.31 | 0.00 | 3.44 | 0.00 | 2.76 | 0.00 | 0.88 | 0.00 | 0.03 | 0.00 |
| \( Q_{\text{f,bot}} \) | 5.43 | 0.00 | 6.01 | 0.00 | 19.51 | 0.00 | 15.80 | 0.00 | 6.10 | 0.00 | 7.69 | 0.00 |
| \( m_{\text{up}} \) | 0.01 | 0.00 | 0.00 | 0.00 | 0.03 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| \( m_{\text{bot}} \) | 0.01 | 0.00 | 0.00 | 0.00 | 0.02 | 0.08 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
(1) The results highlight the complexity of identifying important parameters for nitrogen reactive transport when faced with multiple choices of describing nitrogen reaction and diversely possible soil moisture variations. It is not appropriate to compare the global sensitivity index values under different scenarios and models due to the difference of total variance of prediction. The rank of important nitrogen parameters also shows notable disparities. The impact of soil temperature and soil moisture content on nitrification and denitrification process can only be properly evaluated by further considering model and scenario uncertainty. By introducing the new global sensitivity index, the comparison between sensitivity analysis results under different models and scenarios becomes unnecessary.

(2) A multi-model and scenario study reveals that nitrification process becomes more important at either low moisture content or low temperature. Moreover, the increasing importance of nitrification activity with decreased temperature strongly depends on the selected model. Under given environment, model averaging is suggested to make an objective assessment to nitrification (or denitrification) activity contribution to avoid artificial model error.

(3) For the five parameters used for simulating the nitrification and denitrification processes in a single-layer and two-layer case, the multi-model and multi-scenario sensitivity analysis in this study presents a few common features: optimal denitrification rate ($K_{\text{den}}$) is the most important parameter; reference temperature ($T_r$) is more important than temperature coefficient ($Q_{10}$); $m$ is the least important one.

(4) Both environmental factors (soil moisture content and temperature) themselves and the parameters of response functions impose effect on output nitrate concentration. However, the response of nitrate reaction to soil moisture depends more on moisture content itself but not moisture function parameter $m$, and the spatial distribution of soil moisture play a more decisive role controlling nitrogen reaction than temperature.

Several future directions are recommended. First, the equal probability for the four models and six scenarios are assumed in this current study. The evaluation of model probability based on observations can be done in various ways (e.g., Ye et al., 2008; Lu et al., 2013; 2015; Liu et al., 2016), and scenario probability can be estimated based on expert judgment (Meyer et al., 2007). Another future work is to evaluate model probability and scenario probability conditioned on observations of state variables (e.g., moisture content and nitrogen concentration). It is expected that by infusing these data into the modeling system, uncertainties brought by parameter and model can be restrained. However, the reduction of scenario uncertainty relies on the improvement on the reliability of future forcing data (e.g., precipitation, temperature, evapotranspiration). The total uncertainty of model output consists of three parts: parametric, model and scenario uncertainty, while the interactions between them are ignored in this study. The evaluation of marginal effects from models, scenarios, and their interactions with parameters require further investigation.
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