Bayesian calibration of groundwater models with input data uncertainty

Tianfang Xu1,2, Albert J. Valocchi1, Ming Ye3, Feng Liang4, and Yu-Feng Lin5

1Department of Civil and Environmental Engineering, University of Illinois at Urbana-Champaign, Urbana, Illinois, USA, 2Now at Department of Earth and Environmental Sciences, Michigan State University, East Lansing, Michigan, USA, 3Department of Scientific Computing, Florida State University, Tallahassee, Florida, USA, 4Department of Statistics, University of Illinois at Urbana-Champaign, Urbana, Illinois, USA, 5Illinois State Geological Survey, Prairie Research Institute, University of Illinois at Urbana-Champaign, Urbana, Illinois, USA

Abstract Effective water resources management typically relies on numerical models to analyze groundwater flow and solute transport processes. Groundwater models are often subject to input data uncertainty, as some inputs (such as recharge and well pumping rates) are estimated and subject to uncertainty. Current practices of groundwater model calibration often overlook uncertainties in input data; this can lead to biased parameter estimates and compromised predictions. Through a synthetic case study of surface-ground water interaction under changing pumping conditions and land use, we investigate the impacts of uncertain pumping and recharge rates on model calibration and uncertainty analysis. We then present a Bayesian framework of model calibration to handle uncertain input of groundwater models. The framework implements a marginalizing step to account for input data uncertainty when evaluating likelihood. It was found that not accounting for input uncertainty may lead to biased, overconfident parameter estimates because parameters could be over-adjusted to compensate for possible input data errors. Parameter compensation can have deleterious impacts when the calibrated model is used to make forecast under a scenario that is different from calibration conditions. By marginalizing input data uncertainty, the Bayesian calibration approach effectively alleviates parameter compensation and gives more accurate predictions in the synthetic case study. The marginalizing Bayesian method also decomposes prediction uncertainty into uncertainties contributed by parameters, input data, and measurements. The results underscore the need to account for input uncertainty to better inform postmodeling decision making.

1. Introduction

Over the last decade, awareness has grown that water resources systems are changing in response to changes in climate and human activities. For the foreseeable future, various studies suggest shifting patterns of precipitation and groundwater recharge, as well as increasing extremes of flooding and drought [Held and Soden, 2006; Trenberth, 2011; Famiglietti, 2014]. These changes threaten sustainable groundwater supply, which is intertwined with food security and energy production [Famiglietti, 2014]. As numerical groundwater models and integrated hydrologic models are increasingly used to inform water resources management decisions and policies under global change, there is increasing need to improve prediction accuracy and assess uncertainty of these models [Gorelick and Zheng, 2015].

Existing groundwater uncertainty quantification literature has mainly focused on parameter uncertainty. Various least squares regression-based and Bayesian methods have been developed to infer parameters that characterize the heterogeneous subsurface systems and to propagate parametric uncertainty to prediction uncertainty [e.g., Doherty, 2003; Fienen et al., 2009; Finsterle and Kowalsky, 2011; Hill and Tiedeman, 2007; Tonkin and Doherty, 2009]. A common implicit assumption underlying these methods is that the input data are accurate, so that the residual, or the mismatch between model simulation results and corresponding observations, is dominated by measurement error. Such an assumption, however, is often violated in practice.

Input data uncertainty [Liu and Gupta, 2007] could arise in groundwater modeling when an indirect method or another model has been used to estimate forcings such as precipitation recharge, percolation from irrigation, evapotranspiration, and well pumping rates. As an example, in the Republican River Compact
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observed rainfall is not taken into account during the calibration process. This is because parameters could be overly adjusted to compensate for rainfall error when uncertainty in ignoring the high spatial and temporal uncertainty of precipitation can lead to biased parameter estimates. Parameter compensation can have a deleterious impact on model prediction under scenarios that are different from historical conditions reflected by calibration data.

residuals are independent. Allowed in least squares regression, groundwater calibration applications often assume that the model spatial and temporal correlation in model residual. While correlation in model residual could be theoretically

Lee and Risley by various methods such as watershed models and water-budget methods. The estimated input data can contain nonnegligible error, which in turn may lead to spatial and temporal correlation in model residual. While correlation in model residual could be theoretically allowed in least squares regression, groundwater calibration applications often assume that the model residuals are independent.

Meanwhile in rainfall-runoff modeling, input data uncertainty has been recognized as a source of systematic bias. For example, Kavetski et al. [2006a] reasoned that the application of traditional least squares regression ignoring the high spatial and temporal uncertainty of precipitation can lead to biased parameter estimates. This is because parameters could be overly adjusted to compensate for rainfall error when uncertainty in observed rainfall is not taken into account during the calibration process. Parameter compensation can have a deleterious impact on model prediction under scenarios that are different from historical conditions reflected by calibration data.

One way to account for input uncertainty is to drive a hydrologic model with different calibration forcing data sets. Alternatively, the uncertain input can be jointly inferred with model parameters in a Bayesian framework. Kavetski et al. [2006a] introduced storm event-based multipliers to characterize variability of rainfall, and inversely inferred the multipliers with rainfall-runoff model parameters. This method has been used in later studies. Recently, Del Giudice et al. [2016] proposed a stochastic input process (SIP) method and describes rainfall as a stochastic process, the prior of which is updated during calibration. The above studies have found that accounting for precipitation error significantly altered the shape of the posterior distributions of model parameters, highlighting the importance of explicit treatment of input uncertainty.

Various studies in surface hydrology have investigated the role of input data in prediction uncertainty. Within the Bayesian framework, Renard et al. [2011] used partial predictive distributions (PPDs) to assess the contributions to runoff prediction uncertainty from rainfall, model structure, remnant error, and runoff measurement error. The PPD of one source is derived as the posterior distribution of the prediction conditioned on the modal values of all other sources. In a case study based on the Yzeron catchment (France) and the conceptual rainfall-runoff model GRA4J, it was found that while model structural error is the largest source of uncertainty, rainfall biases induced nonnegligible prediction uncertainty. This Bayesian paradigm gives graphical uncertainty decomposition results that are easy to understand and interpret. However, the decomposition may be affected by the choice of conditioning values. On the contrary, variance-based methods aim to provide quantitative measures of the relative importance of sources of uncertainty. Such measures are global in the sense that they are calculated averaging over the parameter space. Therefore, the variance decomposition results given by these methods do not rely on the choice of conditioning values. However, variance-based methods only provide summary statistics and do not portray the entire distribution of predictions. Bosshard et al. [2013] used an analysis of variance model to separate uncertainties due to meteorological inputs calculated by climate models, the methods used to postprocess meteorological inputs, and conceptual rainfall-runoff models. A case study on the Alpine Rhine (Eastern Switzerland) revealed that none of these uncertainty sources is negligible. Mockler et al. [2016] used a similar approach to assess uncertainties in streamflow predictions arising from rainfall and the identification of behavioral parameter sets. For all 32 catchments considered in their study, rainfall is the dominant source of streamflow prediction uncertainty.
In groundwater applications, recharge multipliers can be specified in zones or as pilot points in a way that is similar as rainfall multipliers for rainfall events; the multipliers are then jointly estimated along with other model parameters [McKusick, 2003; White et al., 2014] using least squares regression-based techniques. However, calibrating all uncertain inputs often results in a high-dimensional inverse problem. For groundwater models, it would take a great number of parameters to describe inputs that vary temporally and spatially. The resulting high-dimensional inverse problem is computationally challenging for both least squares regression and Bayesian calibration. In the context of least squares regression, techniques such as truncated singular value decomposition and Tikhonov regularization [Tonkin and Doherty, 2005; White et al., 2014] can be used to reduce the number of parameters or impose constraints to mitigate overfitting. Nevertheless, nonuniqueness or nonidentifiability issues may still arise from correlation among model inputs, parameters and output [Demissie et al., 2014; Huard and Mailhot, 2008; Renard et al., 2010, 2011]. In addition, when calibrating input data during the calibration process, the inputs (or parameterized as multipliers) may be overly adjusted to compensate for other sources of error, e.g., model structural error. Since true input is often unknown in modeling practice, validation of the inferred input-associated parameters, and therefore the model parameters and outputs, is difficult [Ajami et al., 2007].

Recently, Demissie et al. [2014] proposed an input uncertainty weighted least-squares (IUWLS) method to account for pumping rate uncertainty. The IUWLS method assumes that the pumping rates follow a Gaussian distribution with fixed mean and variance. It then propagates the pumping rate variance to calibration targets in order to determine their least-square weights in the objective function. In this way, the IUWLS method avoids the nonidentifiability issue due to high dimensionality and the correlation among pumping rates and model parameters (such as transmissivity). The method was demonstrated through a synthetic case study of cyclic pumping in a confined homogeneous aquifer. The IUWLS method requires that an unbiased estimate or observation of pumping rates along with quantitative assessment of associated uncertainty is available before carrying out calibration. In circumstances where the initially estimated or observed input data could be biased, and/or associated uncertainty cannot be quantified, it is more desirable to infer the level of bias and uncertainty through calibration. More studies are needed to better understand the impacts of input data uncertainty on calibration and prediction in more general settings.

With the motivation of reducing the dimensionality of the rainfall multiplier approach in Kavetski et al. [2006b], Ajami et al. [2007] treated multipliers as independent samples drawn from an identical Gaussian distribution. The mean and variance (hyperparameters) of the Gaussian distribution are estimated along with model parameters during Bayesian calibration. Renard et al. [2009] further theoretically discussed an “expected likelihood,” which is defined as the likelihood integrated over rainfall multipliers as latent variables. This study is the first attempt to extend this formulation for uncertain inputs in groundwater models. Since the calibration process does not infer each individual uncertain input (or parameterized as multiplier), the nonidentifiability issue due to high dimensionality and the correlation among pumping rates and model parameters is mitigated. In addition to the different application fields, this study differs from preceding studies in rainfall-runoff modeling [Ajami et al., 2007, 2009; Huard and Mailhot, 2008; Renard et al., 2010, 2011] in that rather than to sample the multipliers, we implement a marginalizing step when evaluating the likelihood in order to account for input data uncertainty.

The marginalizing Bayesian method of this study allows for an assessment of prediction uncertainty from various sources including measurement errors, model parameters, and input data. As the second focus of this study, we perform variance decomposition analysis using the Bayesian inference results. By identifying the primary source(s) of prediction uncertainty, the variance decomposition results could inform future data collection efforts on how to best direct resources toward reducing prediction uncertainty. The variance decomposition scheme used in this study provides quantitative measures of the relative importance of sources of uncertainty. Similar approaches have been used in hydrological studies [Bosshard et al., 2013; Dai and Ye, 2015; Mockler et al., 2016] to separate uncertainties arising from different sources. However, these applications did not explicitly consider the impact of input uncertainty on calibrated parameters.

The main objectives of this paper are (1) investigate how uncertainties in groundwater pumping and recharge rates would affect parameter estimates and resulting predictions, (2) present a method to alleviate negative effects, and (3) perform variance decomposition analysis to quantify the contribution of input uncertainty to prediction uncertainty. In section 2, we present a marginalizing Bayesian calibration and uncertainty analysis method tailored for groundwater models that are subject to input data uncertainty. We
also present a variance decomposition method to analyze how much prediction uncertainty is contributed by measurement error, model parameters, and uncertain calibration inputs. In section 3, we evaluate the marginalizing method using a more realistic synthetic case study of surface-ground water interaction under changing pumping and land use conditions. The results reported and discussed in section 4 show that explicit treatment of uncertainties in input data (groundwater pumping rate and recharge rate) yields substantially different parameter estimates and more robust predictions when compared to classical Bayesian calibration that does not account for input data uncertainty. Finally, section 5 concludes and provides recommendations.

2. Methods

In order to better establish the mathematical formulation of the problem that we aim to tackle in the context of groundwater modeling, we first introduce an illustrative simple example to demonstrate the impacts of ignoring input data uncertainty on calibration and prediction. We then present a marginalizing Bayesian method of calibration and uncertainty analysis with the presence of input data uncertainty. We then demonstrate the use of the marginalizing method through the illustrative example. Lastly, in this section, we present a variance decomposition method to analyze how much prediction uncertainty is contributed by measurement error, model parameters, and uncertain calibration inputs.

2.1. An Illustrative Simple Example

As an illustrative example, we consider steady state flow in an ideal confined aquifer to a group of 10 wells distributed on a circle. The drawdown at the center of the circle of wells can be calculated by superposition based on the Thiem equation:

\[ s = \frac{1}{2\pi T} \sum_i Q_i \ln \left( \frac{R}{r} \right). \]  

(1)

where drawdown \( s \) is the quantity of interest in this example; \( R \) denotes the radius of influence, i.e., the distance beyond which the groundwater head is not affected by pumping; \( r \) is the radius of the well circle, i.e., the distance from the drawdown monitoring location to any well; \( Q_i \) is the pumping rate of the \( i \)th well; \( T \) denotes the transmissivity of the confined aquifer. Assume that an observation \( s_0 \) is taken from the "true" system:

\[ s_0 = \frac{1}{2\pi T_0} \sum_i Q_{i,0} \ln \left( \frac{R}{r} \right) + \epsilon. \]  

(2)

where \( Q_{i,0}, i=1, \ldots, 10 \) denotes the true yet unknown pumping rates, \( T_0 \) is the true yet unknown transmissivity, and \( \epsilon \) denotes measurement error that follows \( N(0, \sigma^2) \). Here \( \sigma^2 \) is the measurement error variance, which is usually known for drawdown observations. In this illustrative example, we will generate a noise-free measurement \( s_0 \) to exclude the impact of random measurement error of the single drawdown measurement we will be using. The variance of measurement error, \( \sigma^2 \), will still be used when evaluating the likelihood.

Next, suppose that estimated pumping rates, \( \hat{Q}_i, i=1, \ldots, 10 \), are available. We further introduce some notations to simplify the form of equations (1) and (2). Let \( \theta = 1/T \) and \( k = \frac{1}{2\pi} \ln \left( \frac{R}{r} \right) \), then the true system response is \( s_0 = k \sum_i Q_{i,0} \theta_0 \). In order to estimate \( \theta \), we calibrate the following model using the observation:

\[ s = k \sum_i \hat{Q}_i \theta. \]  

(3)

Here it is assumed that \( k \) is exactly known. It can be seen that \( s \) is now linear with respect to both the inputs \( Q_i, i=1, \ldots, 10 \) and the new parameter \( \theta \).

Next, we assume that the estimated pumping rates are exact and use Bayesian calibration to infer \( \theta \). Using Bayes' theorem, the posterior distribution of the parameter \( \theta \) is

\[ p(\theta|s_0) \propto L(\theta|s_0) \cdot p(\theta), \]  

(4)

and the likelihood is given by
Using a uniform distribution over a wide range for \( \theta \) as the prior, i.e., \( p(\theta) \propto 1 \), the posterior is

\[
\theta|s_0 \sim N \left( \frac{\sum Q_{i,0} \cdot \theta_0}{k} \cdot \frac{\sigma_s^2}{k^2 \left( \sum Q_i \right)^2} \right).
\]  

The derivation of the above equation can be found in Appendix A. The maximum a posterior (MAP) estimate of \( \theta \) will be biased if the estimated pumping rate is overall biased, i.e., \( \sum \hat{Q}_i \neq \sum Q_{i,0} \). In other words, the parameter \( \theta \) is overly adjusted to compensate for the biased estimate of pumping rate. Furthermore, as input uncertainty is neglected, the variance term is determined by head measurement error variance. With more data used for calibration, the posterior variance of \( \theta \) will become smaller, i.e., we become more sure about the wrong estimation of \( \theta \). As a result, the credible interval may fail to cover the true value.

Next we use the inferred posterior distribution \( p(\theta|s_0) \) to make prediction of the steady state drawdown at a different pumping rate \( Q^* \). It follows that the true prediction \( s^* = k \sum Q_i \cdot \theta_0 \), and the model prediction is

\[
s^*|s_0 \sim N \left( \frac{\sum Q_{i,0} \cdot \theta_0}{k} \cdot \frac{\sigma_s^2}{k^2 \left( \sum Q_i \right)^2} \right).
\]  

It can be seen that the mean of the prediction will be biased if \( \sum \hat{Q}_i \neq \sum Q_{i,0} \). Similarly as in equation (6), the variance term is small when the pumping rates for prediction and calibration are of similar magnitudes and will become smaller with more calibration data. Therefore, the prediction conditioned on calibration data, \( s^*|s_0 \), may not encompass the true value \( s_0 \).

Finally, it is worth mentioning that for linear and moderately nonlinear systems, the Bayesian MAP and credible interval of \( \theta \) can be numerically identical to least squares regression results when observation errors are multivariate Gaussian distributed and consistent priors are used [Lu et al., 2012]. Therefore, the biasedness and overconfidence issues also occur in least squares-based calibration.

### 2.2. A Marginalizing Bayesian Method

In this section, we introduce the general formulation of the marginalizing Bayesian method of calibration and uncertainty analysis. Assume that a groundwater system can be represented as

\[
y = f(x, \theta) + \epsilon,
\]  

where \( y \) is the quantity of interest that can be observed, \( f \) denotes a model with inputs \( x \) and parameter \( \theta \), and \( \epsilon \) is the measurement error. Both \( y \) and \( f \) can be vectors that denote the system output at various times and locations. Here we omit input data that are known well, and hence \( x \) only refers to uncertain inputs. Parameters \( \theta \) typically include hydraulic conductivity, storativity, and dispersivity, among other hydrogeologic properties.

Based on the observation that input data can often be estimated from other sources of information with small to medium degree of bias and uncertainty, we formulate the input uncertainty hierarchically as shown in Figure 1. The Bayesian network assumes independency between model parameters \( \theta \) and the uncertain inputs \( x \). It is further assumed that given \( x \), the model output is independent of hyperparameters describing the input uncertainty, \( \phi \). A similar conceptualization, albeit with different motivation and implementation, can be found in [Ajami et al. [2007]] for rainfall-runoff modeling.
With \( \mathbf{x} = \{ x_i \}, i=1, \ldots, p \) denoting the true yet unknown inputs and \( \tilde{\mathbf{x}} = \{ \tilde{x}_i \}, i=1, \ldots, p \) denoting the corresponding observation or estimation, we introduce multipliers

\[
x_i = \psi_i \tilde{x}_i.
\]  

(9)

For example, \( x_i, i=1, \ldots, p \) can denote the pumping rates at various wells. We then assume that the multipliers are independent and follow a Gaussian distribution:

\[
\psi_1, \ldots, \psi_p \overset{i.i.d.}{\sim} \mathcal{N}(\mu, \sigma^2),
\]  

(10)

where hyperparameters \( \phi = \{ \mu, \sigma \} \) are introduced to describe possible bias and uncertainty associated with one class of inputs. For example, \( \mu < 1 \) suggests that this class of inputs is overall overestimated, while a larger \( \sigma \) allows the multipliers to deviate more from the mean \( \mu \). One set of \( \phi \) is specified for each class or type of inputs. In section 3, we will have one set of hyperparameters for pumping rates and another for recharge rates. In other cases, it may be desirable to divide, e.g., pumping rates into groups, and specify a set of hyperparameters for each group.

Similar to the multiplier approach in rainfall-runoff modeling [Kavetski et al., 2006b], the multiplicative form in equation (9) allows for heteroscedastic errors. For inputs that are known to have low to medium level of bias and uncertainty, relatively informative prior can be specified to constrain the hyperparameters \( \mu \) and \( \sigma \).

Let \( \mathbf{y} = \{ y_i \}, i=1, \ldots, n \) denote a set of calibration data, and assume that the associated measurement errors \( \epsilon_1, \ldots, \epsilon_n \) follow a multivariate Gaussian distribution with zero mean and a covariance matrix \( \Sigma_\varepsilon \). It follows that the probability of observing \( \mathbf{y} \) given the true input \( \mathbf{x} \) and parameters \( \theta \) is given by

\[
\mathbf{y} | \mathbf{x}, \theta \sim \mathcal{N}(f(\mathbf{x}, \theta), \Sigma_\varepsilon).
\]  

(11)

In practice, it is often assumed that measurement errors associated with the same type of observations are i.i.d. Gaussian with zero mean and a constant variance \( \sigma^2_{\varepsilon_k} \), where \( k \) denotes the \( k \)th type of observations. This leads to a diagonal covariance matrix. In the calibration process, we infer the posterior distribution of \( \theta \) and \( \phi \) simultaneously. In order to account for the uncertainty associated with \( \mathbf{x} \), we derive the marginal likelihood:

\[
L(\theta, \phi | \mathbf{y}) = p(\mathbf{y} | \theta, \phi) = \int p(\mathbf{y} | \mathbf{x}, \theta) p(\mathbf{x} | \phi) d\mathbf{x}.
\]  

(12)

Because of the integration step to derive the marginal likelihood in the above equation, the presented method is referred to as the marginalizing method hereafter. The calculation of the marginal likelihood is described in Appendix B. Following equation (12), the posterior distribution of parameters \( \theta \) and input error model hyperparameters \( \phi \) can be written as

\[
p(\theta, \phi | \mathbf{y}) \propto \int p(\mathbf{y} | \mathbf{x}, \theta) p(\mathbf{x} | \phi) d\mathbf{x} \cdot p(\theta)p(\phi).
\]  

(13)

In practical applications, the posterior distribution in equation (13) usually does not have a closed form. In this study, we use DREAM-ZS (DiffereRential Evolution Adaptive Metropolis algorithm), a Markov chain Monte Carlo (MCMC) sampler developed in Vrugt et al. [2009] and Laloy and Vrugt [2012] to sample from the posterior distribution \( p(\theta, \phi | \mathbf{y}) \). During the MCMC sampling, the marginal likelihood in equation (12) is used to calculate the acceptance ratio of a proposed sample. This is a key difference between this study and preceding studies with respect to numerical calculation of the posterior distribution [Ajami et al., 2007; Huard and Mailhot, 2008; Renard et al., 2010, 2011].

Next, the model is used to provide prediction at an unsampled location, in a future time, and/or under a new scenario that is different from the calibration data. Letting \( \mathbf{x}^* \) denote uncertain inputs in a prediction scenario, a prediction can be calculated as \( y^* = f(\mathbf{x}^*, \theta) + \epsilon \). Here it is assumed that given \( \mathbf{x}^* \) and \( \theta \), \( y^* \) is not dependent on \( \mathbf{y} \). For conciseness, \( \mathbf{x}^* \) includes uncertain input data in the past, because they can have a persistent effect on model states in the prediction period. The prediction posterior distribution can be derived by marginalizing \( \mathbf{x}^* \):

\[
p(y^* | \theta, \phi) = \int p(y^* | \mathbf{x}^*, \theta) p(\mathbf{x}^* | \phi) d\mathbf{x}^*.
\]  

(14)
The distribution of a prediction $y^*$ can then be inferred by integrating over the posterior distribution of $\theta$ and $\phi$:

$$p(y^*|y) = \int p(y^*|\theta, \phi)p(\theta, \phi|y)d\theta d\phi.$$  \hfill (15)

Using posterior samples $\{\theta, \phi\}$, $i=1, \ldots, N$ generated by MCMC, Bayesian inference of prediction uncertainty can be performed following the procedures described in Appendix C. We first run the model to calculate $f(\mu, x, \theta)$ and the derivatives of $f$ with respect to $x^*$; next, we derive the marginal posterior for every sample $\{\theta, \phi\}$, $i=1, \ldots, N$ and yields $y^*_i$, $i=1, \ldots, N$. Finally, the posterior mean is given by $\overline{y} = \sum_{i=1}^{N} y^*_i$. Prediction credible intervals can be derived by sorting $y^*_i$, $i=1, \ldots, N$ to find quantiles.

### 2.3. Tested on the Illustrative Example

Based on the general formulation in section 2.2, now we consider the pumping rates $Q_i$,$i=1, \ldots, 10$ as uncertain inputs:

$$Q_i | Q, \mu, \sigma \sim N\left(\mu Q, \sigma^2 Q^2\right).$$  \hfill (16)

For the linear model $s = k \sum \mu Q_i \theta_i$, given $\theta, \mu, \sigma^2$, the variance of the output $s$ is $k^2\sum \mu Q_i^2 \sigma^2 \theta^2$. Therefore, the likelihood is:

$$L(\theta, \mu, \sigma^2 | s_0) = \frac{1}{\sqrt{2\pi k^2 \sum \mu Q_i^2 \sigma^2 \theta^2 + \sigma^2}} \exp \left[-\frac{(s_0 - k\mu Q\theta)^2}{2 \left(k^2 \sum \mu Q_i^2 \sigma^2 \theta^2 + \sigma^2\right)}\right].$$  \hfill (17)

Applying Bayes’ theorem, the joint posterior distribution of $\theta, \mu, \sigma^2$ is:

$$p(\theta, \mu, \sigma^2 | s_0) \propto L(\theta, \mu, \sigma^2 | s_0)p(\theta, \mu, \sigma^2).$$  \hfill (18)

As an example, we first generated a synthetic measurement $s_0$ using $Q_{1,0} = \ldots = Q_{10,0} = 10 \text{m}^3/\text{day}$, $R = 10000 \text{m}$, $r = 10 \text{m}$, $t_0 = 1/T_0 = 0.1 \text{m}^{-1}$. As explained in section 2.1, we did not add noise to the synthetic measurement as we would like to focus on input uncertainty. Next, we generated “estimated” pumping rates $Q_1, \ldots, Q_{10}$ independently from the Gaussian distribution with mean 8 and variance 1.62. Compared to the true pumping rates $Q_1, \ldots, Q_{10}$, it can be seen that $\hat{Q}_1, \ldots, \hat{Q}_{10}$ contain errors, i.e., the estimated rates are biased lower than the true pumping rate. We then estimated $\theta$ using the classical Bayesian calibration method. The measurement error variance $\sigma^2$ is set to 0.052 m², a common value for head observations. Applying equation (6), the posterior of $\theta$ peaks at 0.125 and does not encompass the true value $\theta_0 = 0.1$, as shown in Figure 2. This is consistent with the analysis in section 2.1 that when neglecting input uncertainty the parameter estimate can be biased and overconfident.

Lastly we applied the marginalizing method. For illustration purpose, we assume a priori
that the parameters $\theta$ and hyperparameters $\mu, \sigma^2$ are independent, i.e., $p(\theta, \mu, \sigma^2) = p(\theta)p(\mu)p(\sigma^2)$. When prior knowledge about their correlation is available, a joint prior distribution can be specified. We choose $p(\theta) \propto 1$ and for $\sigma^2$ the Gamma distribution with mean 0.04 and mode 0.02. For the linear model $s = \sum_{i} \mu_i q_i$, $\theta$ and $\mu$ are correlated: there are infinite number of combinations of $\theta$ and $\mu$ that can produce good fit to $s_0$. Therefore, we specify a Gaussian prior $\mu \sim N(1, \sigma^2_\mu)$ such that it is just sufficiently informative to reduce nonidentifiability of $\theta$ and $\mu$. To obtain the marginal posterior of $\theta$, we need to integrate out $\mu$ and $\sigma$ from equation (18). Unfortunately, $p(\theta|s_0)$ does not have a closed form. Figure 2 shows the posterior obtained numerically using DREAM-ZS [Laloy and Vrugt, 2012; Vrugt et al., 2009]. Compared to the result given by classical Bayesian calibration, the posterior of the marginalizing method is flatter and encompasses the true value $\theta_0$. For the linear system, similar findings are expected for prediction.

2.4. Variance Decomposition

Based on the inference results of the marginalizing Bayesian method, we investigate how much the total prediction variance can be explained by uncertainties in input data, model parameter, and measurement error. Applying the law of total variance and following the notations in section 2.2, the variance of a prediction $y^r$ can be written as [Dai and Ye, 2015]

$$V[y^r] = E_p E_{x, \theta} V[y^r|\theta, x] + E_p V_{x} E_{\theta} E[y^r|\theta, x] + V_{x} E_{x, \theta} E[y^r]$$

(19)

In the above equation, we dropped the notations indicating conditioning on the calibration data for the convenience of mathematical expression. On the right-hand side, $V[y^r|\theta, x]$ and $E[y^r|\theta, x]$ are the mean and variance of $y^r$ given by the model with associated parameters and input data. The three terms on the right-hand side represent uncertainties of measurement, input data, and model parameters, respectively.

The first term $E_p E_{x, \theta} V[y^r|\theta, x]$ is the variance of measurement error. The second term first evaluates the variance of the model output conditioned on $\theta$. The conditional variance itself is a random variable, whose value depends on $\theta$. By calculating the expected value (over $\theta$) of $V_{x, \theta} E[y^r|\theta, x]$, this term quantifies the variance of $y^r$ attributed to uncertain input data. Meanwhile, $E_{x, \theta} E[y^r|\theta, x]$ is the expected value of $y^r$ conditioned on $\theta$, and the third term represents prediction variance as explained by model parameters.

The second and third terms are approximated using the following procedures. As explained in Appendix C, noise-free predictions $y^r_{0,i}, i=1,2,\ldots$ are generated based on posterior samples $\{\theta, \phi_i\}$; $y^r_{0,i}$ is the same as $y^r_i$ except that the latter contains measurement error. Then the posterior samples of model parameters $\theta, i=1,\ldots,N$, are divided into groups. Accordingly, the corresponding predictions $y^r_{0,i}, i=1,\ldots,N$ are divided into bins. We then calculate the mean and variance of $y^r_{0,i}$, within each group. Lastly, the input data uncertainty term $E_{x} E_{\theta} E[y^r|\theta, x]$ is approximated by the mean of bin-wise variance, and the parameter uncertainty term $V_{x} E_{x, \theta} E[y^r|\theta, x]$ is approximated by the variance of bin-wise mean.

Meanwhile, the left-hand side can be calculated as the variance of the posterior samples $y^r_i, i=1,\ldots,N$. We then calculate the fraction of the total prediction variance that is explained by uncertainties in measurement, input data, and parameters, respectively, by dividing the three terms on the right-hand side of equation (19) with $V[y^r]$.

3. Synthetic Case Study

In this section, we describe a synthetic case study used to investigate the impact of input data uncertainty on calibration and prediction of the proposed Bayesian approach in a more realistic setting. The case study is based on a synthetic groundwater model. We first use the model, with a set of “true” parameters, to generate synthetic observations. Hereafter, we will refer to the model with true parameters as virtual reality. We then perform calibration experiments, in which the true parameter values are unknown and are to be estimated using synthetic observations. Next, we use the calibrated model to make forecasts under changing scenarios. The synthetic case study simulates the effect of pumping on two-dimensional groundwater flow in an unconfined aquifer that is hydraulically connected to a stream. The case study described in this section assumes no model structure error, i.e., the model is known perfectly except for the value of model parameters and input data. In supporting information Text S1, we discuss another synthetic case study based on Xu and Valocchi [2015], in which the model is a corrupted version of the virtual reality to reflect imperfect knowledge that is common in groundwater modeling applications.
There, we examine the applicability of the marginalizing method with the presence of model structural error.

### 3.1. General Setup

The synthetic model is a transient MODFLOW2000 [Harbaugh et al., 2000] model of an unconfined aquifer with impermeable bottom and surrounding boundaries. The model has a single layer, $50 \times 50$ grid cells and a uniform grid size of $200 \times 200 m^2$ (Figure 3), running for 6 years with monthly stress period and time step. The model has straight surrounding boundaries and linearly inclined bottom elevation. The slope in the north to south direction is 0.0005, and the slope from sides to stream is 0.001.

The virtual reality has a homogeneous specific yield of 0.2. The natural logarithm of conductivity field $\ln K$ was interpolated from 12 pilot points using Ordinary Kriging and a spherical variogram with a sill of 2 and a range of 4 km. The conductivity field in the virtual reality is shown in Figure 3. In the model, the log conductivity values at pilot points will be calibrated.

The stream is simulated using the MODFLOW SFR1 package [Prudic et al., 2004]. The stream stage is routed using Manning’s formula at each time step with Manning’s $n$ of 0.03 and a streambed slope of 0.0005. A rectangular streambed cross section is used, and the channel width is 14 m. The streambed hydraulic conductivity is uniform and equals 1 m/d in the virtual reality. Seasonally, varying inflow is specified at the inlet at the north boundary. For the model, the inflow is generated by randomly perturbing the inflow in the virtual reality according to a coefficient of variation (CV) of 0.01 for streamflow measurements.

### 3.2. Input Data

The synthetic case study considers two common types of uncertain input data: groundwater pumping and precipitation recharge. Recharge rates are specified with four zones (Figure 4). Zones 1, 2, and 3 receive recharge from precipitation only. Zone 4 represents farm land; during the growing season it receives precipitation recharge and groundwater irrigation return flow, which is assumed to equal 20% of total pumping rates in that zone divided by the area. The return flow rate 20% is chosen according to commonly reported irrigation efficiency [McKusick, 2003]. Figure 4c shows the monthly varying recharge rates for four zones in the virtual reality, denoted as $R_{1,0}, R_{2,0}, R_{3,0}, R_{4,0}$; the subscripts 0 denote true but unknown values, which are different from “estimated” values described in section 4. The values of $R_{1,0}, R_{2,0}, R_{3,0}, R_{4,0}$ are specified based on typical recharge condition in the Nebraska portion of the Republican River basin [McKusick, 2003].

The case study simulates four pumping wells; their locations are marked in Figure 4b. Among the four wells, A and C are municipal supply wells and are pumped at a constant rate, while B and D are irrigation wells and are turned on during the growing season. Wells A and B start pumping from the first transient stress period. The other two wells, C and D start pumping from the evaluation period. The pumping rates at four wells $Q_{A,0}, Q_{B,0}, Q_{C,0}, Q_{D,0}$ are shown in Figure 4d. Likewise for recharge rates, the subscripts 0 denote true but unknown pumping rates used in the virtual reality.

### 3.3. Calibration and Evaluation Data

The simulation starts from a steady state stress period with no groundwater pumping, which mimics the natural equilibrium state before development. The virtual reality then runs for 6 years and generates quarterly synthetic drawdown ($s$) at locations shown in Figure 3 and stream gain-and-loss ($\Delta Q$) observations, the
most commonly used types of observation when calibrating a groundwater flow model. Drawdown targets are computed by subtracting the groundwater head at a time step from the head at steady state. The stream gain-and-loss \((\Delta Q)\) is calculated as the total flow rate from the stream to the aquifer, summed across the whole reach.

The synthetic observations in the first 4 years are contaminated with measurement error and used to calibrate the model. The drawdown measurement error is assumed to be independent and Gaussian distributed with zero mean and a standard deviation of 0.02 m. The streamflow measurement is also independent and Gaussian distributed with zero mean and a coefficient of variation \((CV_{\Delta Q})\) of 0.01. The streamflow measurement error variance is computed by summing up the variance of upstream inflow and downstream outflow [Hill and Tiedeman, 2007]. A relatively low streamflow measurement \(CV_{\Delta Q}\) is assumed because the case study is intended to focus on uncertainties other than measurement error. We denote the calibration targets as \(D = \{s_i, \Delta Q_t\}\), where \(i = 1, \ldots, 7\) corresponds to the seven drawdown observation locations and \(t = 1, \ldots, 16\) is the number of drawdown (per location) or \(\Delta Q\) observations.

Synthetic data in the remaining 2 years are reserved for evaluation. As indicated in section 3.2, the total pumping rate during the evaluation period is higher than during the calibration period. The evaluation period represents an increased groundwater demand scenario that is substantially different from the calibration period.

### 3.4 Three Calibration Experiments

As an illustration of input data error, we consider the case that during the calibration period the pumping rates used in the model are overestimated, while the recharge rates are underestimated. More specifically,
As the third calibration strategy, experiment C uses the marginalizing method and assumes that
\[ R_i \] one zone is defined as the ratio of the true recharge to the estimated recharge rate in that zone, i.e.,
\[ \hat{R}_i \] used as exact input data, while four recharge multipliers
\[ \psi_i \] with a mean of 0.18 and a standard deviation of 0.036 as
\[ \psi_i \] is usually well constrained
\[ \sigma_i \] and \( CV_{\Delta Q} \) are likelihood parameters that will be jointly inferred with \( \theta \) and \( \phi \). The likelihood function is given by
\[
p(D|\theta, \sigma_i, CV_{\Delta Q}) = \prod_{i=1}^{16} \prod_{t=1}^{7} \frac{1}{\sqrt{2\pi\sigma_i}} \exp \left\{ -\frac{(s_{it}-\hat{s}_{it})^2}{2\sigma_i^2} \right\} \\
\prod_{i=1}^{16} \frac{1}{\sqrt{2\pi CV_{\Delta Q}^2}} \exp \left\{ -\frac{(\Delta Q_t-\hat{\Delta Q}_t)^2}{2CV_{\Delta Q}^2} \right\}.
\]

The above equation is a special case of equation (11) for the two kinds of data. Here
\[ D = \{ s_{it}, \Delta Q_t \}, i=1, \ldots, 7, t=1, \ldots, 16 \] denotes the calibration data as defined in section 3.3; \( \hat{s}_t \) and \( \hat{\Delta Q}_t \) denote the model simulation results given parameters \( \theta \) and input data \( x \). \( \sigma_i^2_{\Delta Q} \) is the measurement error variance of the ith stream gain-and-loss calibration targets, and is given by \( CV_{\Delta Q}^2 \) multiplied by the sum of the square of upstream inflow and the square of downstream outflow.

Table 1 summarizes the priors of the 16 parameters. The priors of \( \sigma_i \) and \( CV_{\Delta Q} \) follow an exponential distribution with a mean of 0.05. The prior distribution of specific yield \( S_p \) is specified as a Gaussian distribution with a mean of 0.18 and a standard deviation of 0.036 as \( S_p \) is usually well constrained \emph{a priori}. Relatively vague prior distributions are specified for hydraulic conductivity. The joint prior distribution of \( \ln K_1, \ldots, \ln K_{12} \) is specified as a multivariate Gaussian distribution with a mean of 4.1 and a covariance matrix \( \Sigma_\psi \). The covariance matrix is computed using the variogram used to interpolate the log hydraulic conductivity from pilot points (a spherical variogram with a range of 4 km and a sill of 2). In Table 1, the mean of prior distributions of \( \ln K_t \) at pilot points are different from the true value in the virtual reality to reflect imperfect prior knowledge that is common in groundwater modeling applications.

In experiment B, we follow a common practice in groundwater modeling that calibrates recharge while pumping rates are fixed at assumed known values. More specifically, the inaccurate pumping rates \( Q_A \) and \( Q_B \) are used as exact input data, while four recharge multipliers \( \psi_i, i=1, \ldots, 4 \) are introduced to be calibrated along with the specific yield, hydraulic conductivities and measurement error parameters. The recharge multiplier of one zone is defined as the ratio of the true recharge to the estimated recharge rate in that zone, i.e.,
\[ \hat{R}_i = \psi_i \hat{R}_i, i=1, \ldots, 4. \] The prior marginal distributions of \( \psi_i, i=1, \ldots, 4 \) are listed in Table 1. In total 20 parameters are calibrated. The calibrated model is then run for the whole simulation span of 6 years.

As the third calibration strategy, experiment C uses the marginalizing method and assumes that
\[ Q_A \sim N(\mu_Q, \sigma_Q), \quad Q_B \sim N(\mu_QQ_A, (\sigma_QQ_A)^2) \]. For recharge rates, it is assumed that
\[ \hat{R}_i \sim N(\mu_R, (\sigma_R)^2), \quad i=1, \ldots, 4. \] Here we introduce a set of hyperparameters \( \{ \mu_Q, \sigma_Q, \mu_R, \sigma_R \} \) to describe uncertainties in pumping and recharge rates. The marginalizing method then infers the joint posterior distribution of 20 parameters, the priors of which are listed in Table 1. In this study, we use one set of hyperparameters \( \{ \mu_Q, \sigma_Q \} \) to describe pumping rate uncertainty for both municipal supply and agricultural irrigation wells. Depending upon specific application, sets of hyperparameters can be assigned to different groups of wells so that different levels of bias and uncertainty can be handled.

In this study, we used DREAM-ZS [Laloy and Vrugt, 2012; Vrugt et al., 2009] to sample from the

<p>| Table 1. Prior Distributions of Calibrated Parameters and Assumed Distribution of Inputs |
|-----------------------------------|--------|----------------|</p>
<table>
<thead>
<tr>
<th>Notation</th>
<th>Unit</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_p )</td>
<td>m</td>
<td>N(0.18, 0.036²)</td>
</tr>
<tr>
<td>( \ln K_t )</td>
<td>m/d</td>
<td>N(0.69, 0.69²)</td>
</tr>
<tr>
<td>( [\ln K_1, \ldots, \ln K_{12}] )</td>
<td>m/d</td>
<td>N(4.1, 4.1²)</td>
</tr>
<tr>
<td>( CV_{\Delta Q} )</td>
<td></td>
<td>Exp(0.05)</td>
</tr>
<tr>
<td>( \sigma_i )</td>
<td>m</td>
<td>Exp(0.05)</td>
</tr>
<tr>
<td>( \mu_Q )</td>
<td></td>
<td>N(1.0, 0.2²)</td>
</tr>
<tr>
<td>( \sigma_Q )</td>
<td></td>
<td>Exp(0.25)</td>
</tr>
<tr>
<td>( \mu_R )</td>
<td></td>
<td>N(1.0, 0.25²)</td>
</tr>
<tr>
<td>( \sigma_R )</td>
<td></td>
<td>Exp(0.25)</td>
</tr>
<tr>
<td>( \psi_i, i=1, \ldots, 4 )</td>
<td></td>
<td>N(1.0, 0.25²)</td>
</tr>
</tbody>
</table>
posterior distributions of parameters. For experiment C, in each iteration of MCMC sampling, the marginal likelihood is calculated using the method described in Appendix B. Sensitivity analysis showed that model simulated drawdown and stream depletion are almost linear with respect to pumping and recharge rates (Supporting Information Text S3 and Figures S7 and S8). Therefore, the first-order Taylor approximation in equation (B3) is expected to have adequate accuracy.

Based on the \( \hat{R} \) statistic [Gelman and Rubin, 1992], visual inspection of trace plots and other diagnostics [Cowles and Carlin, 1996], the chains converge after \( \sim 50,000 \), \( \sim 90,000 \), and \( \sim 300,000 \) model evaluations in experiment A, B, and C, respectively. Experiment C requires more model evaluations because one calculation of the marginal likelihood requires running the model \( 6 + 1 = 7 \) times, where 6 is the total number of pumping and recharge rates. After convergence, 15,000 samples were generated from the joint posterior distribution of parameters after convergence.

Next, the calibrated models are run repeatedly using the posterior parameter samples for the whole simulation period of 6 years to provide forecast in the evaluation period (years 5 and 6). For experiments A and B, biased pumping rates are used during the calibration period. In experiment C, on the other hand, during years 1–4 the marginalizing method accounts for pumping rate uncertainty by marginalizing over the inferred hyperparameters (equation (14)). For all the experiments, true pumping rates are used in the evaluation period (years 5 and 6). This is because in real-world applications groundwater models are often used to provide forecast under one or more presumed water demand scenarios.

The specification of recharge rate during the evaluation period differs in the three experiments. In experiment A, the same biased recharge as in the calibration period is used in the evaluation period. In experiment B, recharge is specified according to the posterior distributions of recharge multipliers \( w_i; i = 1, \ldots, 4 \). In experiment C, marginalizing is implemented throughout years 1–6 using posterior distribution of hyperparameters (equation (14)). The reason for such an implementation is that in groundwater modeling practice the recharge rate is often estimated based on precipitation and soil characteristics corresponding to different land uses or soil types; these characteristics do not change in time [Lin et al., 2009]. Note, however, that the marginalizing method is generic and not limited to the specific implementation of pumping and recharge rates adopted here.

### 4. Results and Discussion

This section compares the parameter estimates and prediction results from experiments A, B, and C on the synthetic case study described in section 3. Using the posterior samples of prediction obtained in experiment C, we perform variance decomposition analysis (section 2.4) to disaggregate prediction uncertainty into different sources. Results will be discussed in section 4.3.

#### 4.1. Parameter Estimates

The marginal posterior distributions of specific yield, natural logarithm hydraulic conductivity of streambed and pilot points, and measurement error parameters are shown in Figure 5. As described in section 3.4, the three calibration strategies use identical prior distributions for these parameters. It can be seen from Figure 5 that the marginalizing method (experiment C) gives overall the best parameter estimates. In experiment A, the classical Bayesian method gives biased marginal posterior distributions for most of the parameters; the modes of the posterior samples deviate from the true values (marked by the horizontal line in Figure 5) in the virtual reality. This is not surprising: with the overestimation of pumping rate and underestimation of recharge rate, the calibration process tries to “fill in” the missing water, while matching the observed drawdown generated by the virtual reality under true pumping and recharge rates. Therefore, the specific yield \( S_y \) is overestimated. Similarly, classical Bayesian calibration (experiment A) gives streambed conductivity \( K_{rb} \) that is higher than the true value; higher \( K_{rb} \) produces more inflow from the stream to the aquifer to make up for the missing water.

In experiment A, the posterior samples of streamflow measurement coefficient of variation \( CV_{so} \) and drawdown measurement error standard deviation \( \sigma_d \) are mostly higher than the true values used to generate synthetic calibration data (section 3.3). The root-mean-square-error (RMSE) averaged over drawdown used for calibration is 0.0326 m; the RMSE is similar to the maximum a posteriori (MAP) of \( \sigma_d \) and is higher than 0.02 m, the value used to generate synthetic calibration data. The RMSE of streamflow gain-and-loss is
0.0607 cfs, or 5.65% of temporally averaged streamflow. It can be seen that calibration error cannot be fully attributed to measurement error. In this synthetic case study, model parameters are overly adjusted to compensate for input data errors. However, input data errors cannot be fully absorbed by parameter compensation.

In experiment B, we adopt the conventional groundwater model calibration strategy and estimate recharge multipliers, leading to 20 parameters to be inferred. Similarly as in experiment A, this leads to biased posterior of most of the model parameters. For $S_y$ and $\ln K_r b$, the posteriors in experiment B are closer to the true values than those in experiment A, suggesting that estimating recharge multipliers can partially reduce parameter compensation due to input data errors. The posteriors of measurement error parameters $C V_{D Q}$ and $r_s$ are closer to the true values, indicating improved goodness-of-fit of model simulation to calibration data. The calibration error RMSE of drawdown and stream gain-and-loss are 0.025 m and 0.0191 cfs (1.8% of mean streamflow), respectively. Both are smaller than in experiment A and closer to the true values.

To further investigate the performance of the calibration strategy in experiment B, Figure 6 shows the posterior distributions of recharge multipliers. Zones 2 and 3 have the largest area and highest total amount of recharge (Figure 4), and thus have more impacts on model parameters and prediction. Posterior modes of $\psi_2$ and $\psi_4$ are smaller than the true values, while the posterior mode of $\psi_3$ is greater than the true value $R_{3,o}/R_3$. The calibration partially corrects the underestimation for zones 2 and 4, while overestimating the recharge multiplier for zone 3.

Figure 5. Violin plot of marginal posterior distributions of $S_y$, $\ln K_r b$, $\ln K_r$, ..., $\ln K_{12}$, $r_s$, $C V_{D Q}$ of the calibrated models in experiments A, B, and C. The width of shaded violins represents the posterior probability density at different values of parameters as indicated by the vertical axis. The horizontal lines mark the true value of the parameters in the virtual reality.
Compared to experiments A and B, the marginalizing method in experiment C yields parameter estimates that are the most consistent with true values. By adjusting the hyperparameters $\mu_Q$ and $\mu_R$ which control the overall level of bias in pumping and recharge rates, the marginalizing method alleviates the problem of the classical Bayesian method overly adjusting other parameters (particularly for the specific yield $S_y$) to compensate for input data uncertainty. Figure 5 also shows that the posterior samples of the measurement error parameters yielded by the marginalizing method are smaller than those in experiments A and are closer to the true values. The calibration error RMSE of drawdown and stream gain-and-loss $D_Q$ are $0.0922$ m and $0.0143$ cfs (1.33% of mean streamflow), respectively. The RMSE of $\Delta Q$ is higher than that in experiment B, and the RMSE of drawdown is higher than in both experiments A and B. This is not surprising, because the marginalizing Bayesian method uses the marginal likelihood function (equation (12)). The marginal likelihood accounts for variance propagated from uncertain input data, and hence allows larger calibration error. In experiments A and B, on the other hand, the likelihood function only contains measurement error, and the calibration process may overly adjust model parameters to force smaller calibration error up to the level of measurement error.

Figure 6 shows the marginal distributions of hyperparameters $\mu_Q, \sigma_Q, \mu_R, \sigma_R$. For $\mu_Q$, the MAP is smaller than 1, which is reasonable because the pumping rates are overestimated. When the degree of bias of all pumping rates are the same, i.e., $Q_a/Q_b = Q_b/Q_a = \lambda$, the posterior of $\mu_Q$ should ideally be $\lambda$. Since the pumping rates at two wells are biased differently ($Q_a = 1.2Q_b, Q_b = 1.4Q_b$), there is no true value for $\mu_Q$. Meanwhile, $\sigma_Q$ controls the variability of the latent variables $\psi_a, \psi_b$ around $\mu_Q$ as defined in equations (9) and (10). The posterior pdf of $\sigma_Q$ shrinks compared to the prior pdf, suggesting that the calibration provided some information to reduce input uncertainty. On the other hand, the marginal posterior distribution of $\mu_R$ are not deviating significantly from the prior. Notably from Figure 5, the marginalizing method posterior of $S_y$ is more spread out as a result of interaction among $S_y, \mu_Q, \mu_R$. The lack of identifiability could be intrinsic to this problem and may not necessarily be removed by increasing the number of observations. Under this and similar conditions, it is critical to specify a prior that is as informative as possible [Huard and Mailhot, 2008; Renard et al., 2010, 2011]. An alternative approach is to a priori fix $\mu_Q = \mu_R = 1$ and specify a reasonable value for $\sigma_Q$ and $\sigma_R$ based on prior knowledge about the level of input data uncertainty. In the calibration...
process, one still implements the marginalizing step to infer model parameters while fixing the hyperparameters. This approach is suitable when there is no evidence for systematic bias in input data, and that the inputs are estimated with low to medium levels of uncertainty.

4.2. Prediction
In the prediction (i.e., evaluation) phase, the model is run repeatedly using the posterior samples for the whole simulation period of 6 years as described in section 3.4. The posterior mean and 95% prediction intervals of drawdown at three locations (Figure 3) and stream gain-and-loss are shown in Figure 7. In experiment A, the darker shades indicate prediction uncertainty contributed by postcalibration uncertainty of parameters $S_y$, $K_{rb}$, $K_1$, …, $K_{12}$ and the intervals are obtained by running the model repeatedly using the posterior samples of parameters. In experiment B, the darker shades correspond to prediction uncertainty from the posterior uncertainty of $S_y$, $K_{rb}$, $K_1$, …, $K_{12}$ and recharge multipliers $\psi_1, \ldots, \psi_4$. In both

![Figure 7. Simulation results of drawdown $s_1$, $s_5$, $s^*$ and stream gain-and-loss $\Delta Q$ using the calibrated models in experiments A (left), B (middle), and C (right). Locations of drawdown observations are shown in Figure 3. Shades show 95% prediction intervals. Also shown are the root-mean-square-error (RMSE) statistics calculated for the calibration (C) period and the evaluation (E) period, respectively.](image-url)
experiments A and B, the lighter shades indicate total prediction uncertainty including drawdown and streamflow measurement uncertainty.

In experiment C, the darker shades correspond to prediction uncertainty contributed by postcalibration uncertainty of model parameters and input uncertainty hyperparameters $\mu_Q, \sigma_Q, \mu_R, \sigma_R$. The darker shades are obtained by sorting and finding the quantiles of $f(\mu_Q, Q, \mu_R, \hat{R})$, where $f$ denotes the model. The darker shades are the combined effects of posterior parameter uncertainty and systematic input biases. The lighter shades show the total uncertainty contributed from parameter, input data, and measurement uncertainties. They are calculated based on samples $y_i$, $i=1,...,N$, where $y_i$ is drawn from $y_i(\theta, \mu_Q, \sigma_Q, \mu_R, \sigma_R)$. The lighter shades include the effects of random input errors, or deviation of input data from their mean value. The procedures of deriving the prediction intervals are described in detail in Appendix C.

For the model calibrated in experiment A, despite relatively small calibration error, the model predictions have significant bias and that the 95% prediction intervals do not encompass the evaluation data. This is consistent with the observation in section 4.1 that parameters are overly adjusted to compensate for input data errors. The RMSE is higher than the magnitude of measurement error. Similarly, the model calibrated in experiment B yields biased and overconfident prediction at $s_6$. In contrast, the marginalizing method (experiment C) reduces the RMSE and gives overall less biased posterior mean during the evaluation period. Figure 8 further compares the prediction error of spatially varying drawdown among the three models calibrated in experiments A, B, and C. The models calibrated in experiments A and B underestimate the extent of the depression cone around pumping wells A and C. In contrast, the model calibrated by the marginalizing method yields drawdown prediction that is more consistent with the virtual reality. For the drawdown prediction in June, 6th year, the mean error of the marginalizing method is 81% smaller than the RMSE in experiment A, and 78% smaller than the RMSE in experiment B.

As for stream gain-and-loss $\Delta Q$, Figure 7 shows that the classical Bayesian calibrated model A yields biased prediction. This is expected because experiment A does not correct bias in input data and resulted in biased
estimates of model parameters to which the stream gain-and-loss is sensitive. The model calibrated in experiment B gives smaller bias with narrow uncertainty bounds. The main reason is that experiment B obtains a reasonable estimate of the recharge multiplier of zone 2 (Figure 6). The stream runs within zone 2 (Figure 4), and therefore is sensitive to recharge in that zone. However, the streambed hydraulic conductivity parameter \( \ln K_{rb} \) estimated in experiment B is biased (Figure 5), and the recharge multiplier \( w_3 \) is overly adjusted (Figure 6). Such parameter compensation may have deleterious effects on prediction accuracy under a different future scenario. Finally, the marginalizing method (C) yields the smallest RMSE, mainly because the overall reasonable estimates of model parameters and input data hyperparameters.

Figure 7 also shows that the 95% prediction intervals given by calibrated model B are narrower than those derived from the classical Bayesian method. The reason is that the augmentation method achieves better fit to calibration data with the increased freedom from four additional parameters (recharge multipliers). The prediction intervals appear overconfident during the evaluation period for drawdowns. It is noteworthy, however, that in experiment B recharge multipliers are adjusted while pumping rates are fixed at estimated values, following the common practice of groundwater modeling.

On the other hand, the marginalizing method gives wide prediction intervals mainly due to relatively large posterior uncertainty of \( S_{Q}, \mu_{O}, \mu_{E} \). Another reason is that the inferred hyperparameter \( \sigma_{R} \), i.e., the standard deviation of recharge multipliers, is high. As mentioned earlier in this section and in Appendix C, the lighter shades in Figure 7 are derived by marginalizing using posterior samples of \( \sigma_{R} \) and \( \sigma_{Q} \) and hence include the effects of random input errors. Higher values of \( \sigma_{R} \) mean higher recharge rate uncertainty, which propagates to prediction uncertainty.

4.3. Variance Decomposition
Lastly, variance decomposition was carried out to further analyze the contribution to prediction uncertainty from input data, parameter, and measurement uncertainty. The fractions are calculated for drawdown \( s_1, \ldots, s_7, s^* \) and stream gain-and-loss \( \Delta Q \) at the end of the evaluation period and are plotted in Figure 9. Theoretically, the three fractions should sum to one for each prediction; as can be seen the sum is close to one, suggesting that the error resulting from the binning approximation is acceptable. More sophisticated methods [e.g., Saltelli et al., 2010; Dai and Ye, 2015] can also be applied to estimate the variance components. Further investigation on the estimation error of the variance components is beyond the scope of this study.

It can be seen from Figure 9 that input data uncertainty is the major source of uncertainty for stream gain-and-loss and most drawdown predictions. In addition, the fraction varies for drawdown at different locations. For drawdown \( s_6 \) and \( s_7 \), input data uncertainty fraction is still the highest, yet parameter uncertainty explains about a third of the total prediction variance. A possible reason is that these two drawdown predictions are very sensitive to the parameter \( K_{rb} \), and the posterior uncertainty of \( K_{rb} \) propagates to \( \Delta Q \) prediction.

The above variance decomposition analysis is conditioned on the assumptions made in the specification of input error model. The choice of the error model and the prior distribution of hyperparameters are inevitably prone to subjectivity. It should be emphasized that every effort should be made to specify a meaningful error model, preferably supported by data from applications that have similarity with the specific problem of concern.

5. Conclusions
We demonstrated the Bayesian marginalizing method to account for input uncertainty through an example of Thiem equation and a synthetic case study of...
surface-ground water interaction under changing pumping and land use conditions. We found in the numerical experiments that explicit treatment of uncertainty in input data (groundwater pumping and recharge rates) has substantial impact on the posterior distribution of groundwater model parameters. Using statistical models to explicitly account for input data uncertainty reduces predictive bias caused by parameter compensation. Compared to conventional calibration methods in experiments A and B, the marginalizing approach yields overall more accurate predictions of drawdown and stream gain-and-loss. The marginalizing method results indicate that input uncertainty increases parametric and prediction uncertainty. Based on the inference results of the marginalizing Bayesian approach, we performed variance decomposition to investigate prediction uncertainty from model parameters, input data and measurement error. We found in the synthetic case study that the input uncertainty is dominant among various sources of uncertainty. Such insights could inform future model improvement and data collection efforts on how to best direct resources toward reducing prediction uncertainty. In general, we recommend the marginalizing approach to be used for situations in which (1) substantial knowledge is available to specify reasonably informative priors for input uncertainty hyperparameters, and (2) joint inference of inputs and model parameter do not work due to identifiability issues.

The synthetic case study described in section 3 assumes that the model structure is known perfectly, which is often not tenable in real-world applications. In supporting information Text S1, we tested the marginalizing approach in another synthetic case study, in which the model is subject to model structural error arising from an oversimplified hydraulic conductivity field, aquifer bottom elevation, and boundary geometry. We found that when model structural error is present but not accounted for, the Bayesian method in experiment B (i.e., calibrating recharge rates in each zone) tends to overly adjust the recharge rates in order to compensate for model structural error. This led to predictive bias. On the contrary, the marginalizing method gives overall more reasonable estimates of parameters and more accurate predictions than the other two Bayesian methods, which is consistent with the observations in the case study in section 3 without model structural error. Compared to the no structural error scenario, the variance decomposition showed a slightly higher predictive variance contributed by model parameters. A possible reason is that structural error resulted in larger calibration error, leading to higher posterior parametric uncertainty. Nevertheless, variance decomposition still identified input data error as the primary source of prediction variance. Overall, the results in supporting information suggest that the marginalizing method is applicable in the presence of model structural error considered in our case study.

While an in-depth investigation of handling both input data and model structural errors is beyond the scope of this study, the marginalizing Bayesian method does not preclude explicit treatment of model structural error. For example, one can specify an error model, and the hyperparameters of the error model can be estimated together with model parameters and input data error hyperparameters during Bayesian calibration. The Bayesian inference results can then be used to perform variance decomposition to separate all uncertainty sources. However, such joint inference often induces identifiability issues due to potential interactions between input data and model structural errors [Renard et al., 2010]. Supplying informative priors could help to identify the input data and model structural errors, however, at the risk of introducing subjective bias if the priors are not accurate. Further investigation is needed to test the applicability of the marginalizing method in real-world calibration problems with unknown model structural error, as well as for cases requiring the simultaneous identifiability of input data and model structural errors.

As described in Appendix B, because of the marginalizing step, the number of model evaluations per MCMC iteration is linearly dependent on the number of uncertain inputs. For modeling applications with thousands of pumping wells and many recharge zones, the high-dimensional integration involved in the evaluation of the marginal likelihood can be computationally intractable. One way to reduce the computational expense is to group wells (or recharge zones) into clusters. When calculating sensitivity, all pumping (or recharge) rates belonging to the same cluster are adjusted simultaneously. In this way, the integration dimension is reduced to the number of clusters. Another solution is to reuse the sensitivity matrix for multiple MCMC proposals and update only when the proposal moves to another region. The underlying hypothesis is that, the sensitivity with respect to inputs does not change significantly in a local neighborhood of the parameter space.

Bayesian inference often requires tens to hundreds of thousands of model evaluations. The computational cost can be reduced in various ways, e.g., using a fast surrogate of the time consuming model [Asher et al.,
2015] and implementing multiple-chain, multiple-try, and multiple-stage sampling algorithms [Laloy et al., 2013; Marzouk and Najm, 2009; Xie et al., 2009]. Depending on a specific problem, various diagnostics can be used to help decide whether to implement a fully Bayesian calibration at the expense of computational burden [Hill et al., 2015]. The results in the synthetic case study suggest that the marginalizing approach could be used when evidence supports the presence of input uncertainty, yet it is not feasible to collect input data of higher precision and accuracy. The presented framework can be used for other environmental modeling applications such as integrated hydrologic modeling. Follow-up studies will further investigate the potential of the proposed method particularly for real-world modeling practice.

Appendix A: Derivation of the Posterior in the Thiem Equation Example

Here we derive the parameter posterior distribution (equation (6)) in the Thiem equation example given by the classical Bayesian method. For illustration purpose, we specify a uniform prior on the interval \([a, b]\) for the parameter \(\theta\), i.e., \(p(\theta) = 1/(b-a)\). The interval \([a, b]\) is wide to reflect vague prior information. Therefore, the prior can be approximately written as \(p(\theta) \propto 1\); we dropped scaling constant \(b-a\) as it does not affect the shape of the prior and posterior distributions. Applying the Bayes rule with the likelihood \(L(\theta|s_0)\) given by equation (5), we have

\[
p(\theta|s_0) \propto \frac{1}{\sqrt{2\pi}\sigma_e^2} \exp \left[ -\left( \frac{s_0 - k \sum Q_i \theta_0}{2\sigma_e^2} \right)^2 \right] \tag{A1}
\]

Since \(s_0 = k \sum Q_i \theta_0\),

\[
p(\theta|s_0) \propto \frac{1}{\sqrt{2\pi}\sigma_e^2} \exp \left[ -\left( \frac{\theta - \frac{s_0}{k \sum Q_i}}{2\sigma_e^2 / k^2 \left( \sum Q_i \right)^2} \right)^2 \right] \tag{A2}
\]

which is Gaussian distribution with mean \(\sum Q_i \theta_0\) and variance \(\frac{\sigma_e^2}{k^2 \left( \sum Q_i \right)^2}\).

Appendix B: Calculation of Marginal Likelihood

In this appendix, we describe the implementation of the marginalizing step. Let \(x = \{x_i\}, i=1,2,\ldots,p\) denote the true yet unknown inputs and \(\hat{x} = \{\hat{x}_i\}, i=1,2,\ldots\) denote the corresponding estimation. Based on equations (9) and (10), we have

\[
x_i \sim N(\mu_i, \sigma_i^2), i=1,2,\ldots, p. \tag{B1}
\]

Next, we approximate the model simulation outputs \(f(x, \theta) = \{f_i(x, \theta)\}, i=1,\ldots,n\) with first-order Taylor series with respect to \(x\):
\[ f_i(x, \theta) \approx f_i(\mu_{x}, \theta) + \sum_j \frac{\partial f_i}{\partial x_j}|_{x=\mu_{x}} (x_j - \mu_{x_j}). \]

This approximation yields satisfactory accuracy when the degree of nonlinearity with respect to input \( x \) is low. Next, let \( K \) denote the sensitivity matrix, i.e., \( K_{ij} = \frac{\partial f_i}{\partial x_j}|_{x=\mu_{x}} \), and write the above equation compactly as

\[ f(x, \theta) \approx K x + f_0 - \mu_{Kx}. \]  

(B3)

Applying the above equations to equation (12), we have

\[ L(\theta, \phi|y) = \prod_i \frac{1}{\sqrt{2\pi}\sigma_i^2} \exp \left[-\frac{(y_i - f_i(x, \theta))^2}{2\sigma_i^2}\right] \]

\[ \approx \prod_i \frac{1}{\sqrt{2\pi}\sigma_i^2} \exp \left[-\frac{(y_i - f_i(\mu_{x}, \theta))^2}{2\sigma_i^2}\right] \]

(B4)

Lastly, applying the convolution theorem recursively and inverse Fourier transform [Bromiley, 2014],

\[ L(\theta, \phi|y) \approx \frac{1}{\sqrt{2\pi}^p \sigma^2 \sum_{i=1}^p \sum_{j=1}^p K_{ij}^T K_{ji}^T + \sigma_i^2 l_n}} \]

\[ \exp \left[-\frac{1}{2} (y - f(\mu_{x}, \theta))^T (\sigma^2 \sum_{i=1}^p \sum_{j=1}^p K_{ij}^T K_{ji}^T + \sigma_i^2 l_n)} (y - f(\mu_{x}, \theta))^T \right], \]

which is the probability density function of a Gaussian distribution with mean \( f(\mu_{x}, \theta) \) and variance \( \sigma^2 \sum_{i=1}^p \sum_{j=1}^p K_{ij}^T K_{ji}^T + \sigma_i^2 l_n \). Here \( K_i \) denotes the \( i \)th column of the sensitivity matrix \( K \).

**Appendix C: Inference of Predictions**

This appendix describes in detail the procedures of generating posterior samples of prediction based on equation (14). For illustrative purposes, we introduce the procedures using the case study described in section 3.

In this case study, we consider six uncertain inputs, denoted as \( x=[Q_A, Q_B, R_1, \ldots, R_4]^T \). As described in section 3.4, we use hyperparameters \( \phi=[\mu_Q, \sigma_Q, \mu_R, \sigma_R] \) to describe uncertainties in these input data. Calibration gives \( N \) posterior samples of model parameters \( \theta \), hyperparameters \( \phi \), and likelihood parameters \( \sigma_i, CV_{\phi}, CV_{\phi}, CV_{\phi} \). Next, using \( \{\theta, \phi, \sigma_i, CV_{\phi}, CV_{\phi}, CV_{\phi}\}, i=1, \ldots, N \), we derive the posterior samples of predictions \( y^* \). Similarly to equation (85), we have

\[ y^*|\theta, \phi, \sigma_i, CV_{\phi}, CV_{\phi}, CV_{\phi} \sim N(f(\mu_{y^*}, \theta), \Sigma + \Sigma_{\phi, i}), \]

where

\[ \Sigma = \sum_{i=1}^N \sigma_i^2 \sum_{j=1}^N K_{ij}^T K_{ji}^T \]

(C2)

\[ = \sigma_Q^2 (Q_A^T Q_A + Q_B^T Q_B) + \sigma_R^2 (R_1^T R_1 + \cdots + R_4^T R_4) \]

Here \( f \) denotes the model, \( \mu_{y^*}=[\mu_{Q_A}, \mu_{Q_B}, \mu_{R_1}, \mu_{R_2}, \mu_{R_3}, \mu_{R_4}]^T \), \( x=[Q_A, Q_B, R_1, \ldots, R_4]^T \). The measurement error covariance matrix \( \Sigma_{\phi, i} \) is usually diagonal. In the synthetic case study, the diagonal entries are \( \sigma_i^2 \) and
Algorithm C1: Draw posterior realizations of predictions

1: \( \Sigma \leftarrow 0 \)
2: for \( i = 1 \) to \( N \) do
3: \( y_{0i} \leftarrow f(\mu^*_i, x, \theta_i) \) \( \triangleright \) Run the model using a posterior sample of \( \theta \) and \( \phi \)
4: \( y_i \leftarrow f(\mu_i^* + \Delta x, \theta_i) \) \( \triangleright \) Run the model with different input data
5: for \( j = 1 \) to \( p \) do
6: \( k_j \leftarrow (y_i - y_{0j}) / \Delta x \) \( \triangleright \) Approximately calculate the derivatives
7: \( \Sigma \leftarrow \Sigma + \sigma^2_k x^T_j k_j^T \) \( \triangleright \) Calculate the prediction covariance matrix
8: end for
9: \( y_{0j} \leftarrow \text{sample from } N(y_{0i}, \Sigma) \) \( \triangleright \) Draw a noise-free sample
10: \( e_i \leftarrow \text{sample from } N(0, \Sigma_{e_i}) \) \( \triangleright \) Measurement error
11: \( y_i \leftarrow y_{0j} + e_i \) \( \triangleright \) Generate measurement error-contaminated prediction
12: end for
13: return \( \{y_{0i}, y_{ij}, y_i\}, i = 1, \ldots, N \)

\( \sigma^2_{Q_i} \) corresponding to drawdown and stream gain-and-loss observations, respectively; \( \sigma^2_{Q_i} \) is calculated using \( C_{Q,i} \), as explained in section 3.4. The vector \( k^*_i \) indicates the sensitivity of predictions \( y^* \) with respect to input \( x^*_i \) accordingly, \( k^*_{Q,i} \) means the derivative of \( y^* \) to pumping rate at well \( A \), and \( k^*_{r} \) denotes the derivative of \( y^* \) to the recharge rate in zone \( i \). The derivatives can be calculated numerically using methods such as forward finite difference. In general, for a given set of \( \{\theta, \phi\} \), evaluating equations (C1) and (C2) requires running the model \( p + 1 \) times, where \( p \) is the number of uncertain inputs. The pseudocode to implement the procedures is given in Algorithm C1. The notation \( \leftarrow \) means assigning the value of right-hand side to the left-hand side.
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