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ABSTRACT

Estimating groundwater nitrate fate and transport is an important task in water resources and

environmental management because excess nitrate loads may have negative impacts on human

and environmental health. This work discusses the development of a simplified nitrate transport

model and its implementation as a geographic information system (GIS)-based screening tool, whose

purpose is to estimate nitrate loads to surface water bodies from onsite wastewater-treatment

systems (OWTS). Key features of this project are the reduced data demands due to the use of a

simplified model, as well as ease of use compared to traditional groundwater flow and transport

models, achieved by embedding the model within a GIS. The simplified conceptual model consists of

a simplified groundwater flow model in the surficial aquifer, and a simplified transport model that

makes use of an analytical solution to the advection-dispersion equation, used for determining nitrate

fate and transport. Denitrification is modeled using first order decay in the analytical solution with

the decay constant obtained from literature and/or site-specific data.

The groundwater flow model uses readily available topographic data to approximate the hydraulic

gradient, which is then used to calculate seepage velocity magnitude and direction. The flow model

is evaluated by comparing the results to a previous numerical modeling study of the U.S. Naval Air

Station, Jacksonville (NAS) performed by the USGS. The results show that for areas in the vicinity

of the NAS, the model is capable of predicting groundwater travel times from a source to a surface

water body to within ±20 years of the USGS model, 75% of the time.

The transport model uses an analytical solution based on the one by Domenico and Robbins

(1985), the results of which are then further processed so that they may be applied to more general,

real-world scenarios. The solution, as well as the processing steps are tested using artificially

constructed scenarios, each meant to evaluate a certain aspect of the solution. For comparison

purposes, each scenario is solved using a well known numerical contaminant transport model. The

xi



results show that the analytical solution provides a reasonable approximation to the numerical result.

However, it generally underestimates the concentration distribution to varying degrees depending

on choice of parameters, especially along the plume centerline. These results are in agreement with

previous studies (Srinivasan et al., 2007; West et al., 2007). The adaptation of the analytical solution

to more realistic scenarios results in an adequate approximation to the numerically calculated plume,

except in areas near the advection front, where the model produces a plume whose shape differs

noticeably from the numerical solution.

Load calculations are carried out using a mass balance approach where the system is considered

to be in the steady state. The steady-state condition allows for a load estimate by subtracting the

mass removal rate due to denitrification from the input mass rate. The input mass rate is calculated

by taking into account advection and dispersion while the mass removal rate due to denitrification

is calculated from the definition of a first order reaction. Comparison with the synthetic scenarios of

the transport model shows that for the test cases, when decay rates are low, the model agrees well

with the load calculation from the numerical model. As decay rates increase and the plume becomes

shorter, the input load is overestimated by about 9% in the test cases and the mass removed due

to denitrification is underestimated by 30% in the worst case. These results are likely due to the

underestimation of concentration values by the analytical solution of the transport model.
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CHAPTER 1

INTRODUCTION

Estimating nitrate fate and transport in groundwater is an important task in water resources and

environmental management, because excess nitrate load on ground water and surface waters may

cause negative impacts on human and environmental health. In humans, nitrate-nitrogen becomes

harmful due to its conversion to the more toxic nitrite-nitrogen (U.S. Environmental Protection

Agency, 1993). Although low levels of nitrates, on the order of micrograms per liter (ppb), are used

to treat cardiovascular diseases such as coronary heart disease (Bode-Böger and Kojda, 2005), nitrate

is a potential carcinogenic agent and elevated nitrate intake have been identified as a possible cause of

gastric cancer (U.S. Environmental Protection Agency, 1993). High levels of nitrates can also cause

fatal poisoning in infants due to a condition known as methemoglobinemia (blue baby syndrome)

where cells are starved of oxygen (U.S. Environmental Protection Agency, 1993). Elevated levels

also harm livestock, fish and aquatic ecosystems. In aquatic ecosystems, high levels of nitrate can

cause eutrophication of the water body, leading to algae blooms and excessive plant growth, the

decay of which can cause anoxic conditions (Art, 1993). The Gulf of Mexico is highly susceptible

to nutrient contamination. The discharge of high levels of nutrients from the Mississippi River,

including nitrates, are thought to be responsible for a large region of reduced oxygen conditions

(hypoxia) in the northern part of the Gulf of Mexico, along the Texas-Louisiana coast (Mueller and

Spahr, 2006).

Because of the damage nitrates can inflict on health and natural resources, it is important to be

able to effectively manage and regulate the amount of nitrates entering the environment. The EPA

has determined that the nitrate concentration in drinking water should be 10 mg/l or less. In order
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to achieve this goal, it is first necessary to have the ability to identify actual or potential sources

of nitrate contamination. There are several sources of nitrogen contamination such as agriculture,

wastewater treatment plants, industrial sources and natural sources, with the contribution of each

source varying depending on the region of study. The contribution of nitrogen due to the treatment

of wastewater by onsite wastewater treatment systems (OWTS) comprises a significant portion of

the nitrogen load to groundwater (U.S. Environmental Protection Agency, 1993). This contribution

from OWTS may be especially important in areas where OWTS are located in close proximity to a

surface water body. Because effluent from OWTS generally discharges into the soil, areas with a

shallow water table are also vulnerable to nitrate contamination. This may be problematic if there

is a dependence on domestic shallow wells for drinking water (Hitt and Nolan, 2005).

Approximately one third of Florida’s population uses OWTS for treating wastewater (Brown

et al., 2001; Ursin and Roeder, 2008). As a result, the negative impacts of nitrates in Florida are

of wide concern. This prompted the Florida Department of Environmental Protection (FDEP) to

initiate a project to develop an easy to use screening level model to estimate long-term nitrate loads

from normally functioning (i.e. not failed) OWTS to surface water bodies, while at the same time

taking into account nitrate attenuation mechanisms, such as dispersion and denitrification. The

work presented here discusses the development of a simplified contaminant transport model and its

implementation within a geographical information system (GIS).

The FDEP has identified several neighborhoods in Jacksonville, Florida that are of interest in

regards to OWTS nitrate loading. For model validation purposes, a specific area, the Lakeshore

neighborhood and surrounding area, was selected. The test cases presented in this discussion are

either Lakeshore itself, or areas in close proximity.

1.1 Background

In this section, background information related to the simplified nitrate model is presented,

starting with a brief discussion on the nitrogen cycle followed by a description of the functioning

of OWTS and their relationship to nitrate contamination. Subsequently, a brief discussion on

groundwater flow and contaminant transport modeling is presented, after which previous efforts
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Figure 1.1: Sources of groundwater contamination.

related to the modeling of the transport and fate of contaminants (including nitrates) from OWTS

are discussed, with an emphasis on simplified models.

1.1.1 The Nitrogen Cycle

There are many sources of groundwater contamination. Fig. 1.1 shows several of the primary

sources which include agricultural and industrial sources. When it comes to nitrate contamination,

the largest contribution comes from agricultural sources with nitrates originating from the application

of fertilizers as well as animal waste, however nitrates from OWTS may be of concern in localized

areas (Canter, 1996).

Table 1.1: Forms of nitrogen of interest in groundwater

Form of Nitrogen Formula

Ammonia NH3

Ammonium Ion NH+
4

Nitrogen Gas N2

Nitrite Ion NO−
2

Nitrate Ion NO+
3

Nitrogen is present in the environment in several forms. In the context of soil and groundwater

contamination, the forms given in Table 1.1 are of interest (U.S. Environmental Protection Agency,
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Figure 1.2: The nitrogen cycle. Source: U.S. Environmental Protection Agency (1993)

1993). The transformation between these forms is given by the nitrogen cycle (Fig. 1.2). The

segment starting with the process of ammonification is of relevance when dealing with nitrates

from septic tanks. The process of ammonification transforms organic nitrogen to ammonium and

ammonia via biological processes and generally occurs during the decomposition of organic matter

such as plant material or fecal matter (Canter, 1996). Nitrification refers to the conversion of

ammonium to nitrite and then nitrate, however the conversion from nitrite to nitrate is considered

to occur rapidly and therefore it is generally assumed that the transformation from ammonium to

nitrate occurs in a single step (Canter, 1996; McCray et al., 2005). An important removal process

(and one that is considered in the model presented) is denitrification. Denitrification is a biological

process that converts nitrate to nitrogen gas. The bacteria responsible for denitrification will, in

the absence of oxygen, use nitrate to oxidize dissolved organic carbon (introduced to the system

from organic matter in the soil), the end result of the process being the removal of nitrate and

creation of nitrogen gas (U.S. Environmental Protection Agency, 1993). It is important to note

that conditions must be anoxic in order for denitrification to occur, since denitrifying bacteria will

preferentially use oxygen in the oxidation process because it yields more energy (U.S. Environmental

Protection Agency, 1993). From Fig. 1.2, it is evident that there are other nitrogen input and

removal mechanisms, however these are not considered in this simplified model.
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Figure 1.3: Schematic of an OWTS

1.1.2 Nitrates From Septic Tank Effluent

The functional portion of an OWTS consists of three major components: the septic tank, the

drain field and the soil into which the drainfield discharges. A schematic of a typical OWTS

installation is shown in Fig. 1.3. When household wastewater enters the septic tank, solids will

settle to the bottom, forming sludge while oils and grease move to the top (scum). After a period of

time, the contents of the septic tank will degrade, after which the wastewater is moved (through

gravity or with the assistance of a pump) from the tank to the drainfield. Screens prevent the

sludge and scum from exiting the tank into the drainfield. The septic tank must be pumped out

periodically to prevent an excess of sludge and scum the build up of which may cause the OWTS to

fail. Another reason for failure is the disposal of toxic substances, for example gasoline, into the

septic system. These toxic substances will effectively stop the organic processes that are necessary

for the degradation of household wastes (U.S. Environmental Protection Agency, 2002).

While nitrate concentrations are low in the septic tank and in the effluent discharged to the

drain field (0 to 1.94 mg/L), once the septic tank effluent (STE) enters the soil, aerobic conditions

cause the ammonium in the STE to undergo nitrification, causing the nitrate concentration at the

water table to increase to between 25 and 80 mg/L (McCray et al., 2005). Once nitrates reach

the water table, they become highly mobile and will migrate according to the flow patterns in the

area. One possibility is that they will flow through the surficial aquifer and discharge, through
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Figure 1.4: Flow of nitrates once they reach the water table

groundwater discharge zones, to a surface water body (Fig. 1.4). The likelihood of this occurring is

much higher if the aquifer is highly porous and the drainfield is located relatively close to the water

body. Both of these conditions are satisfied in many locations in Florida.

1.1.3 Previous Modeling Efforts

Because nitrate contamination and contaminant transport in general is such an important

component of environmental resource management, a significant amount of effort has been spent

towards constructing models that can aid in the understanding of physical systems for the purpose

of determining contaminant sources, their impact on the surrounding environment, mitigation and

treatment schemes for the reduction of said impact, and for aiding in policy making and regulatory

decisions for preventing contamination in the first place.

Traditional Models. Constructing a groundwater flow model is a necessary first step towards

modeling the transport and fate of contaminants since in order to determine how contaminants

move, it is necessary to first know how groundwater moves. Traditional groundwater models, such

as the widely used MODFLOW (McDonald and Harbaugh, 1988) or FEFLOW (Diersch, 2006),

tackle this problem by numerically solving the governing partial differential equation (PDE) of

groundwater flow

∂

∂x

(
Kxx

∂h

∂x

)
+

∂

∂y

(
Kyy

∂h

∂y

)
+

∂

∂z

(
Kzz

∂h

∂z

)
+W = Ss

∂h

∂t
(1.1)

using finite difference (MODFLOW) or finite element (FEFLOW) techniques. In Eq. (1.1), h [L] is

the hydraulic head, Kxx, Kyy and Kzz [L/T] are the hydraulic conductivities of the flow medium in

6



the x, y and z directions, W [1/T] is the source and sink term, Ss [1/L] is the specific storage of the

medium and t is time (the units of each term are given in the square brackets; e.g., L/T means length

per time). After the appropriate boundary conditions are determined, and the domain discretized,

the model can be run and analyzed or the results passed to another model, such as a transport

model. Contaminant transport modeling is generally much more involved than groundwater flow

modeling due to the increased complexity of the model, such as the need to consider not only the

movement of contaminants but their chemical interaction with other substances, as well as the

environment. The PDE considered by the popular transport modeling software MT3DMS (Zheng

and Wang, 1999) is

∂
(
θCk

)
∂t

=
∂

∂xi

(
θDij

∂Ck

∂xj

)
− ∂

∂xi

(
θviC

k
)
+ qsC

k
s +

∑
Rn (1.2)

where θ [-] is the medium’s porosity, Ck [ML−3] is the dissolved concentration of species k, t is time,

xij [L] is the distance along the respective Cartesian coordinate, Dij [L2T−1] is the hydrodynamic

dispersion tensor, vi [LT
−1] is the seepage velocity, qs [T−1] is the flow rate per unit volume of

sources and sinks, Ck
s [ML−1] is the concentration of the source or sink for species k, and

∑
Rn is

the chemical reaction term. The chemical reaction term can take several forms. Considering only

sorption and first order decay, the term becomes (Zheng and Wang, 1999)

∑
Rn = −ρb

∂C̄k

∂t
− λ1θC

k − λ2ρbC̄
k (1.3)

where ρb [ML−1] is the bulk density of the medium, C̄k [MM−1] is the concentration of species k

sorbed on the subsurface solids, λ1 [T−1] is the first order reaction rate for the dissolved phase

and λ2 [T−1] is the first order reaction rate for the sorbed phase. Like the flow equation, there are

several numerical methods for solving the transport equations.

While traditional models are capable of producing results that agree well with field measurements,

their setup can be quite complex, requiring a large amount of input data, and the execution time

can be quite lengthy. Additionally, the user must take into account possible model inaccuracies that

may not be immediately obvious from examining the output, such as inaccuracies arising from the

various numerical schemes used. Additionally, and especially for transport modeling, depending on

the reactions modeled in Eq. (1.3), a detailed knowledge (i.e., chemical reactions) of the system
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being studied is required. Furthermore, some powerful models (notably MODFLOW and MT3DMS)

are difficult to use due to the fact that model inputs must be specified via text files and the model

results must be analyzed using third party software.

In order to alleviate the problem of the models being hard to use, many graphical interfaces

to these tools exist, both GIS-based and non GIS-based. These interfaces generally act as pre-

or post-processors to the actual model. Some examples of GIS-based front-ends to flow models

include MODFLOW Analyst, which is part of the Arc Hydro Groundwater Tools (Aquaveo, LLC),

or ArcAEM (Silavisesrith and Matott, 2005) which is a front end to the analytic element modeling

software SPLIT (Bandilla et al., 2006). A specific application of a contaminant transport model

integrated with a GIS is the one described by Becker and Jiang (2007) where groundwater flow was

simulated using the analytic element method and Laplace transforms were used to calculate the

mass flux at a specified boundary. Even though these tools simplify working with these numerical

models, the issues of large data requirements and the inherent model complexity remain.

Simplified Models. The goal of simplified models is to reduce the complexity of the modeling

process, providing approximate solutions to Eqs. (1.1) and (1.5) by making assumptions and

simplifications to the system being modeled, so as to reduce model construction times and the

computational burden in order to provide quick estimates of the quantity of interest. These

simplifications mean that the models cannot be applied to more general problems like traditional

numerical models can.

In the context of nitrate transport modeling, several tools consisting of simplified models for

flow and transport have been developed, each having varying degrees of simplification. Some of

these models were listed by McCray (2009) and include MANAGE (Kellogg et al., 1996), NLM

(Valiela et al., 1997) and PLSM (Adamus and Bergman, 1995). Heinen (2006) provided a comparison

and summary of a large number of simplified models that specifically consider denitrification as a

component. The topography-based model TNT2 (Beaujouan et al., 2002) considered nitrogen and

nitrate transport at the catchment scale due to agricultural activities.

Simplified GIS-based modeling tools exist either for flow modeling, transport modeling, or both.

Ye et al. (1996) presented a map-based subsurface flow modeling tool that integrated directly with
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GIS. The models given by McCray (2009), are simplified GIS-based screening models for nitrogen

transport and fate however they did not necessarily focus on the transport and fate of nitrates.

Schilling and Wolter (2007) developed a GIS-based model that focused on nitrate pollution from

agricultural sources, which also estimated groundwater travel time by using a DEM to approximate

the hydraulic gradient.

Comparatively few tools have been developed for models specifically focusing on the transport

and fate of contaminants originating from OWTS, The New Jersey Department of Environmental

protection developed a tool to determine the effect of dilution on nitrate contamination from OWTS

(Hoffman and Canace, 2004), the goal of which was to determine the average area required per

OWTS in order to dilute the STE to acceptable levels. The model SepTTS (Schecher, 1997; Lee

et al., 1998) is a simplified model that focused on the fate and transport of household chemicals

from OWTS but it did not focus on nitrogen or nitrate.

Two simplified contaminant transport models that are important to mention due to their

similarity with the model developed and presented here are BIOSCREEN (Newell et al., 1996)

and BIOCHLOR (Aziz et al., 2000), both developed for the EPA. BIOSCREEN and BIOCHLOR

are both simplified contaminant transport screening-level models implemented in Microsoft Excel.

BIOSCREEN aimed to model the biodegradation of petroleum hydrocarbons in groundwater.

BIOCHLOR had a similar goal, however, the target compounds were chlorinated solvents. The

simplified model presented in this work uses the analytical solution to the advection-dispersion

equation (Eq. (1.5)) based on the one introduced by Domenico and Robbins (1985) and further

developed by Domenico (1987) and Martin-Hayden and Robbins (1997), hereafter referred to the

Domenico solution. BIOSCREEN and BIOCHLOR are both based on the Domenico solution and

therefore serve a useful guides on how the Domenico solution can be applied. This is especially

relevant for our model due to the similarities with BIOSCREEN and BIOCHLOR. For example,

comparing our model to BIOSCREEN, our model considers contaminants from OWTS after they

have reached the saturated zone. This can be considered similar to the contaminant source considered

by BIOSCREEN. Another similarity is that both models consider a process of biodegradation (also

known as natural attenuation). In BIOSCREEN, the contaminants of interest are hydrocarbons

which, when introduced into groundwater, react with other compounds present in groundwater
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(such as nitrates) thereby becoming attenuated. In our model, the contaminant of interest is nitrate,

and the attenuation takes place with background carbon already dissolved in groundwater. Because

of the similarities, it would be possible, in principle, to use an alternative method of attenuation,

used by BIOSCREEN in addition to first order decay (from the Domenico solution), known as

instantaneous “biodegradation”. In this type of attenuation, the system has a “biodegradation

capacity” which is used to correct concentration values predicted by the Domenico solution. This

approach, while not taken in our model, is discussed as an alternative denitrification model in

Chapter 4.

1.2 Objectives

Although there are many modeling tools and software programs for simulating the transport and

fate of contaminants, including nitrate, many times, those models and tools have a large number of

parameters and require a large amount of input data, in addition to having a steep learning curve

and not being user friendly. The net effect of these factors is the requirement of a large budget, both

for data collection and for the recruitment of experienced modelers, as well as a lengthy time frame in

which to complete the modeling study. While it is possible for the results generated by those models

to agree well with field measurements, the models may be to difficult to use and generally unwieldy

for the purposes of obtaining a quick estimate of the quantity of interest. As a result, simplified

models have been developed to address those issues. The focus of these simplified modeling tools is

not the generation of a highly detailed representation of the study area. Rather, they are meant as

a screening tool to provide order-of-magnitude estimates while at the same time have reasonably

quick and easy set-up as well as fast execution times compared to traditional numerical contaminant

transport models. These order-of-magnitude estimates can then be used to determine whether a

particular area warrants further investigation by means of additional data collection and through

the use of more advanced models. The degree of simplification varies from model to model, from

some models making extremely broad assumptions about the system, to models that consider details

up to a point where it is not far from the details considered by advanced numerical models. The

approach taken with the model developed and presented here is the simplified model approach. The
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degree of simplification falls somewhere in between the simplest of models and the highly detailed

simplified models. This approach is suitable for the purpose intended by the FDEP which is to

provide quick, but scientifically based estimates of nitrate loading of OWTS to nearby surface water

bodies such as rivers or lakes.

Nitrate attenuation mechanisms in groundwater play an important role in the effect of nitrate

load on a surface water body. An important facet of this model is the consideration of nitrate

attenuation due to denitrification. Without considering nitrate removal mechanisms, nitrate loads

can be overestimated, resulting in unnecessary nitrate reduction initiatives. An overview of how

denitrification is handled in the model is provided in Section 1.4 with full details given in Chapter 4.

An introduction to the nitrogen cycle, of which denitrification is a part of, is given in Section 1.1.1.

An important limitation of other simplified contaminant transport models of the same complexity

level (e.g., BIOSCREEN (Newell et al., 1996), BIOCHLOR (Aziz et al., 2000)) as the one presented

is that they only consider a single contaminant source. This model considers multiple sources while

keeping model complexity within the simplified modeling regime. The consideration of multiple

sources introduces an additional dimension into the modeling process, namely, the dimension of

spatial location. Because multiple OWTS can be located in arbitrary locations with respect to

each other and nearby water bodies, the specific arrangement will affect contaminant concentration

distributions. A GIS is an ideal tool to work with this new spatial dimension.

Because the modeling of nitrate contaminants from septic tanks contains a spatial component, a

GIS becomes a natural choice for enabling the efficient management, quick and easy visualization,

and analysis of the spatial nature of the model results. GIS are widely used tools in government

and industry that enable users to efficiently work with any kind of data that embodies a spatial

component. Because of the significant advantages that a GIS provides, the simplified model, along

with its full graphical user interface (GUI), is implemented as a plug-in to the commercial software

GIS package ArcGIS (ESRI Inc.) using the Visual Basic .NET (Microsoft Corp.) programming

language. ArcGIS, a well known and widely used GIS, was selected mainly due to its wide industry

acceptance and the fact that many users are already familiar and comfortable working within the

ArcGIS environment.
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The focus of this discussion is to present the development of the model from a scientifically and

mathematically justifiable standpoint, including any assumptions and approximations made, and the

potential impact on the accuracy of model results arising from the aforementioned approximations

and assumptions as well as resulting model limitations. Additionally, a high level discussion on the

implementation the model is presented. Although important for real-world scenarios, a detailed

validation scenario, such as one that includes calibration with site specific data will not be undertaken

here due to time and budgetary constraints. Instead, a verification and validation study using

a combination of real and synthetic input data is provided for each component of the model, so

as to evaluate the performance of each individual model component separately from one another.

Although this tool may be used for resource management purposes, a discussion of management

practices and policy regarding septic tank regulation and contamination will not be undertaken.

1.3 Technology and Terminology

In order to more effectively understand the discussion presented in subsequent sections and

chapters, it is instructive, especially for readers unfamiliar with GIS-related terminology, to present

a brief introduction on geographical information systems. Additionally, for those unfamiliar with

the .NET Framework (Microsoft Corp.) and how the interaction between separate pieces of software

occurs in a Windows (Microsoft Corp.) environment, a short description is provided.

1.3.1 Geographical Information Systems

A GIS can be defined in several ways. A simplistic definition would be to state that GIS is a

tool for creating and displaying maps. In the early history of GIS, this may have been true however

geographical information systems have evolved considerably in the four-and-a-half decades since

the first identifiable systems were developed by Environment Canada (CGIS) and the State of

Minnesota, amongst others (Peuquet and Marble, 1990). Longley et al. (2005) provided a table

listing various definitions of a GIS and one that is particularly relevant is the following: A GIS is

“A tool for revealing what is otherwise invisible in geographic information.” (Longley

et al., 2005, Table 1.3)
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In the context of modeling nitrate transport from septic tanks, the previous definition is relevant in

that by using GIS, a spatial pattern (e.g. certain zones or “hot spots” of contamination) may be

revealed by simple inspection and further analyzed. Martin et al. (2005) defined a GIS in terms of

water resource models as

“a popular spatial analysis, interpretation, and display method”

Martin et al. (2005) also linked GIS to the idea of decision support systems (DSS) in science and

engineering. These DSS, which utilize GIS as a part of the problem solving procedure, enable the

solution of more complex problems by facilitating tasks such as planning and design of projects

with a strong location-oriented component.

In the context of the discussion in subsequent chapters, it is informational to define the two

primary ways in which information can be represented within a GIS: the vector representation

and the raster representation, corresponding to the vector data model and the raster data model

respectively. The vector data model is useful for representing discrete objects or features that have a

specifically identifiable location in space. These features can then be encoded using an appropriate

geometry or feature class. For example, the locations of the center of septic tanks have a uniquely

defined point in space. Correspondingly, this location information can be encoded using a point

feature class. The location of the banks of a river is a one dimensional entity whose location on

the surface of the earth can be encoded using a line feature class. Similarly, a lake can be encoded

using a polygon class where the area enclosed by the boundary of the polygon represents the lake.

The raster data model is used to represent entities that do not have a discrete location in space,

such as continuous fields. An example of a continuous field is topographical elevation information,

which can be in the form of a digital terrain model or digital elevation model (DEM). In a DEM,

although the land surface elevation is defined everywhere on the surface of the earth, it can only

be sampled at discrete points. The raster data model divides up the domain into a grid of cells

where the value of each cell represents the discretized version of the continuous field of interest,

obtained by sampling the continuous field. A major difference between the vector and data models

is that normally, the amount of disk space required to encode vector data is much smaller than

raster data. This is because with the vector model, the information is defined mathematically
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while for the raster model, each cell value must be stored individually. For example, when storing

the location of a river bank with the vector data model, only a few nodes need to be saved. The

location of the river bank between the nodes is known from the mathematical definition of the line

connecting them. The description of raster and vector data presented here is summarized to the

parts relevant to the discussion in the following sections and chapters. Longley et al. (2005); Gogu

et al. (2001) and many others provide more detailed definitions of raster and vector representations

as well as additional data representations. Readers are directed to those resources for more in-depth

information regarding those topics.

Another expansive topic that will only be discussed briefly here is the concept of coordinate

systems and map projections. In order to be able to define the location of a point on the surface of

the earth, a point of reference, a datum, is needed. A widely adopted reference for North America

is the North American Datum of 1983, NAD83 (Longley et al., 2005). NAD83 defines, among other

things, the ellipsoid that best represents the surface of the earth. This reference is then used as a

basis of the spherical coordinate system that gives the location of a point on the earth in terms

of latitude and longitude. Because the surface of the earth is not flat, a projection of the curved

coordinate system is needed so as to be able to represent the surface in two dimensions. Again there

are many such projections and coordinate systems. The most convenient projection and coordinate

system to use when it comes to the model developed here is the transverse Mercator projection

and the Universal Transverse Mercator (UTM) coordinate system because this choice of coordinate

system and projection facilitates accurate (<0.04% error) calculations involving short distances

(Longley et al., 2005). In the UTM projected coordinate system, the surface of the earth is divided

into zones where each zone has been selected such that by applying a specific transverse Mercator

projection, the distortion is minimized. As a side note, most of Florida is located in UTM zone 17

(17N in north-south notation or 17R in latitude band notation).

In the context of this work, it is useful to define terminology specific to ArcGIS. In ArcGIS,

there are many ways to encode information in the vector data model. One such method is the

“shapefile” method. A shapefile encodes the vector data model by using a simplified relational

database management system (RDBMS) to store individual features. Each feature can then have

additional attributes (called fields in RDBMS terminology) which can then be manipulated using
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a subset of SQL (structured query language) commands. Analogously, ArcGIS supports many

different encodings of raster information. The encoding chosen here was the IMAGINE Image

format, essentially a lossless image compression image format.

1.3.2 .NET Framework

The model was implemented using the Visual Basic .NET (Microsoft Corp.) programming

language (a.k.a VB .NET) which makes use of the .NET framework. There are several versions of the

framework, version 3.5 was used for this project. The purpose of the .NET framework is to simplify

application development and deployment by providing a robust application environment which can

be used by multiple programming languages across different hardware and software architectures

(there is a .NET implementation for Linux) by introducing a common language infrastructure

(CLI) that includes definitions of shared programming constructs and types via a common language

specification (CLS) and a common type system (CTS) (Gittleman, 2003; Troelsen, 2008), while

at the same time providing a comprehensive set of class libraries. The .NET framework is similar

to the Java programming language in that both approaches seek to hide details of the underlying

architecture by using the idea of a virtual machine; Java has the Java virtual machine (JVM) and

.NET has the common language runtime (CLR). While the JVM and CLR are similar in terms of

features (support for object oriented languages, garbage collection, platform independence, type

safety, etc.) and performance, the CLR has the distinct advantage of being language independent

(Singer, 2003).

Because the model presented in this work is implemented as a plug-in to ArcGIS, communication

between the model and ArcGIS is required so as to make full use of the features provided by the

software as well as to enhance the user experience. Communication is achieved through interfaces and

class libraries (called assemblies in .NET terminology) provided by the ArcGIS software development

kit (SDK). ArcGIS collectively refers to the set of libraries and interfaces provided by the ArcGIS

SDK as “ArcObjects”. These assemblies are loaded by the model and interaction can then take place.

In reality, the .NET assemblies provided by ArcGIS are merely wrappers around C++ libraries that

use a different inter-process communication method known as COM (component object model),

however thanks to the .NET COM Interop libraries, a COM object can be handled like a .NET
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object via a runtime callable wrapper (RCW).

1.4 Overview

1.4.1 Conceptual Model and Design

Although the model can be treated as a single entity, it can be logically separated into three

distinctly identifiable submodels: the groundwater flow model, the nitrate transport model, and

the denitrification model. Of course each model is not completely independent of each other as the

results from the flow model will be used by the transport model, whose results will then be utilized

by the denitrification model. Because of the distinct functionality of each model, it is reasonable

to divide the project into three logical components, each relating to a specific submodel and its

implementation, as well as an additional fourth component consisting of functionality not related

to the actual models themselves. It is now important to make the distinction between a submodel

and a module. The flow, transport and denitrification modules consist of the combination of the

respective submodel and associated functionality (e.g. GUI, ArcGIS interaction, etc.). The focus of

the discussion contained in subsequent chapters will be of the flow, transport and denitrification

modules.

A brief overview of each submodel is now presented. The first submodel is the groundwater

flow model. The flow model simplifies groundwater flow by using a DEM and processing it with

a smoothing filter, the result of which is then used to approximate the hydraulic gradient. Once

the hydraulic gradient (∇h) is known, a simple application of Darcy’s Law (Eq. (1.4)) yields the

groundwater flow velocity (seepage velocity) given the soil porosity (θ). The porosity of a volume of

soil is the fraction of the total volume that is void space.

v = −K

θ
· ∇h (1.4)

The flow model considers two-dimensional, steady-state flow within the saturated zone of the surficial

aquifer. All flow occurring at or below the water table is defined as saturated flow. The flow model

is discussed in detail in Chapter 2.

The next submodel is the transport model. The purpose of the transport model is to estimate

the migration of nitrate from septic tanks once it enters the saturated zone. The model output is
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a contaminant plume (or plumes if there is more than one source) representing the concentration

distribution of nitrate contaminants in the study domain. Data requirements are reduced, and model

application is simplified by using an analytical solution to the governing equation for modeling

contaminant transport and fate, known as the advection-dispersion equation (ADE) (also called

the convection-diffusion or advection-diffusion equation). The analytical solution used is one based

on the solution introduced by Domenico and Robbins (1985). For simplicity, and so as to be able

to solve the advection-dispersion equation in closed form, the version of the advection-dispersion

equation considered by Domenico and Robbins (1985) allows for advection only in the x-direction

however dispersion is considered to be in all three directions. The version of the ADE with decay

(the one shown in Eq. (1.5)) that was considered by Domenico (1987) is

∂C

∂t
= −v

∂C

∂x
+Dx

∂2C

∂x2
+Dy

∂2C

∂y2
+Dz

∂2C

∂z2
− kC (1.5)

where C ≡ C(x, y, z, t) [ML−3] is the concentration of nitrate, v [LT−1] is the seepage velocity, Dx,

Dz and Dz [L2T−1] are the dispersion coefficients in the x, y and z directions and k [T−1] is the

first-order decay constant. The Domenico and Robbins solution was used as a base for the solution

to Eq. (1.5), presented by Domenico (1987) (Eq. (3.4). Discussed further in Section 3.1.1). The

Domenico solution to Eq. (1.5) is a fully three-dimensional, transient state solution incorporating

first-order decay. Due to constraints regarding execution speed and memory limitations on desktop

computers, as well as the inefficient handling of three-dimensional data within GIS, the two-

dimensional steady-state form of the Domenico solution is used. Chapter 3 deals with the transport

model and the Domenico solution is discussed in more detail in Section 3.1.1. It is important to

note that it is the transport model that considers, via the decay term, the effect of denitrification

on the plume’s shape and size. According to McCray et al. (2005), first-order decay is the most

common method of considering denitrification.

Finally, the denitrification submodel determines the amount of nitrate removed due to the process

of denitrification and determines the nitrate load to the target water body. A mass balance approach

is taken in order to calculate denitrification. Because the transport model produces a concentration

distribution in the steady state, we know that the amount of mass flowing into the system must

equal the total amount of mass being removed from the system. Because we can calculate the
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amount of mass being removed through denitrification by determining the denitrification rate using

the relationship for first order decay, rate = −kC, and multiplying it by the volume of solute,

we can then determine via subtraction, the amount that must be entering the water body (i.e.

the nitrate load). As is to be expected, the transport module and denitrification module are not

completely independent as the transport module determines via the solution to the Domenico

analytical equation, the removal behavior of the nitrate contaminant. This interaction, as well as the

general procedure is discussed in the chapter dealing with the denitrification module (Chapter 4).

Because there are several ways to calculate the load, and due to a shortage of site data at the time

of writing, the load calculation portion of the denitrification module may be modified in a future

study.

Both the flow and transport models are steady state. The steady state condition is adopted

because the quantity of interest is the long-term effect of OWTS on the nitrate load to a given water

body. It is assumed that in the long-term, the system will have reached steady-state conditions.

By using steady-state condition, it enables the calculation of the mass of nitrate removed due to

denitrification using the mass balance approach as previously explained. Adopting steady-state

conditions also has the additional effect of keeping the model simpler to interpret.

1.4.2 Implementation

This section includes a discussion of some of the more general considerations that were part of

the decision-making process regarding the model’s implementation, as well as giving a high-level

overview of the model’s structure and organization.

Practical Considerations. It was previously stated in Section 1.2 that the model was

developed as a plug-in (or extension in ArcGIS terminology) to ArcGIS. ArcGIS was selected based

on several factors. One important factor was the widespread industry support for ArcGIS. By

adopting ArcGIS, it makes the model usable by a larger number of people, since the eventual

intention is to release the model as a free and open source tool. Other less important criteria were

the wide array of analysis functions made available to the user, reasonable developer documentation

and resources, as well as the presence an active user and developer community.

18



One of the primary advantages of using a GIS is that it simplifies preparation of model inputs

and the visualization of results by taking advantage of the graphical nature GIS to facilitate the

intuitive interaction with model data. By using the GIS to prepare model inputs, a significant

amount of effort will be saved on the part of the user, compared to using text files to prepare inputs

and command line tools to run the model and process results. An additional advantage of using a

GIS is the ability to easily and efficiently share modeling results with others. Often, modeling tools

require inputs to be in a format specific to that model. Similarly, model results will be in a format

that must be translated so that it can be used by external visualization applications (e.g. plotting

tools) or by other models. By using GIS, model input and output formats are standardized to a

format understood by all users of that particular GIS. If another format is required, the GIS will

likely have the functionality to easily convert it to the required format without the need for external

tools.

The plug-in interaction method between the model and the GIS is termed termed “embedded

coupling” by Gogu et al. (2001), Longley et al. (2005), and Martin et al. (2005). Embedded coupling

has an advantage over other interfaces by providing the user with a more familiar environment.

In embedded coupling, the model runs entirely within the GIS environment where all the model’s

functionality is accessible via the GIS interface and any functions or libraries needed by the model

are embedded within the model code. If such functions are located externally, they are directly

accessible by the model. Embedded coupling is made possible by a GIS that supports an integrated

programming or scripting environment(e.g., Python or VBScript) and/or provides access to its

internal objects and data structures via some mechanism (e.g., COM). While embedded coupling

provides significant advantages in terms of being able to utilize the functionality of the GIS for

displaying and analyzing model results as well as providing a comfortable environment for the user,

there may be significant drawbacks. One of the primary disadvantages to embedded coupling is

that it often requires the use of simplified models. This disadvantage arises due to the limitations of

GIS data structures that are not well suited to handle rigorous or complex mathematical models,

such as ones that require the solution of differential equations (Martin et al., 2005). In cases like

the one presented here, where a simplified model is desirable for other reasons, an embedded model

implementation is not disadvantageous. One drawback of concern is the fact that because GIS were
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not designed with a modeling purpose in mind, the performance (e.g. execution speed and memory

utilization) of the model may be degraded compared to a model that has been developed with a

loose coupling interface to the GIS. In loose coupling, the model runs separately from the GIS and

the GIS is used mostly for pre- or post-processing of the model data. According to Gogu et al.

(2001), another disadvantage to embedded coupling is that it requires a significant investment in

programming compared to other types of coupling. This additional programming investment arises

from the fact that the model must conform to the data structures and file formats supported by

the GIS. Enabling this support requires additional programming so that the model creates and

uses data structures in files that can then be directly used by the GIS. Furthermore, an additional

investment in time is required to learn the application programming interface (API) supported by

the GIS as well as the programming effort required to implement the additional, non-model related

code (e.g., user interface and related code). Even with its disadvantages, embedded coupling is still

worthwhile as it greatly improves the user experience compared with loosely coupled models.

In order to implement the model using the idea of embedded coupling, there were several choices

of programming languages and environments that were considered. These were: C++, VBScript (an

embedded programming environment within ArcGIS), Python (also embedded within ArcGIS) and

the .NET framework languages (of which Visual Basic .NET and C# were considered). VBScript

was quickly discarded due to its lack of support for object-oriented programming. As mentioned

previously VB .NET was selected as the development environment, the reasons for which are

discussed subsequently. Firstly, the .NET framework met the FDEP requirement of making the

model easy to modify and maintain. Secondly, .NET was designed from the ground up to be able

to interact with a GUI and as such, provides a rich toolset and tightly integrated development

environment for their implementation. Although the other options provide methods for GUI creation

and interaction, their development is much more laborious than with .NET. Thirdly, .NET provides

a comprehensive set of libraries for many common functions ranging from file I/O to multi-threading

to bitmap graphics manipulation. Additionally, it provides several useful language constructs such

as generics (similar to templates in C++) and language integrated queries (LINQ) which allow

for SQL-type queries to be run on ordinary lists, arrays and other enumerable collections. These

constructs serve to produce clean and readable code. Finally, although more verbose than C# or
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Figure 1.5: Screenshot of the main model GUI

Python, VB .NET has a syntax that arguably makes it easier for a developer to quickly understand

and analyze another developer’s code.

Project Structure. In keeping with the object oriented paradigm, the code project was

structured in a modular fashion. The GUI elements were kept separate from the model elements,

with further modularization within the GUI and model submodules. The main panel of the model

GUI (Fig. 1.5) serves to illustrate some of this modularization. The main component of the window

is the tab panel where each tab represents a separate model component. Programmatically, each

tab is a self-contained module that has been separated into its own class and is capable of executing

individually of the other modules (tabs). Note that the stand-alone functionality of each module

only extends to the practical implementation as conceptually speaking, the modules are dependent

on one another to produce meaningful results. An advantageous effect of this functional separation

into tabs furnishes the user the flexibility to selectively run parts of the model. A situation where

this is useful is during model calibration when only one or two parameters can be changed without

having to re-run the entire model.

The conceptual models behind each module as well as their algorithmic implementations are
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discussed in Chapters 2 to 4. Details of the programmatic implementation (the “nitty gritty”) will

be avoided as much as possible since programming details are only relevant to developers. Interested

developers should examine the source code (for an overview of the program’s code, see the project

documentation help file).

22



CHAPTER 2

GROUNDWATER FLOW MODULE

This chapter presents the development and implementation of a two dimensional steady-state

groundwater flow model capable of generating a map of groundwater flow velocity (seepage velocity)

in the surficial aquifer. A key piece of information that is needed to calculate the seepage velocity

is the hydraulic gradient. Once the hydraulic gradient is known, the seepage velocity can be

approximated by a simple application of Darcy’s Law. E.g., for the x-component of the seepage

velocity, Darcy’s Law reads

vx = −K

φ

∂h

∂x
(2.1)

where v [L/T] is the seepage velocity, K [L/T] is the hydraulic conductivity of the porous medium,

φ [-] is the soil porosity, h [L] is the hydraulic head and x [L] is the spatial coordinate. In this model,

the shape of the water table is considered to be a subdued replica of the overlying topography and

by using this approximation, the calculation of the hydraulic gradient and therefore seepage velocity

becomes straightforward. This simplification eliminates the need to numerically solve differential

equations (along with the associated stability and convergence considerations) and reduces the need

to consider detailed boundary conditions, as is the case with traditional models. Additionally, a

great deal of manpower is saved by not having to conduct traditional modeling (see Section 1.1.3).

Because this flow model has the potential to be used for many different study areas, the validity

of the model must be examined and the conditions under which the model is valid determined. This

is accomplished by constructing a semi-synthetic numerical model of one of the areas of interest

(Lakeshore neighborhood). A further analysis of the model is carried out via the examination of the

groundwater travel times predicted by the model. This analysis consists of comparing a calibrated
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numerical model (developed for the U.S. Naval Air Station, Jacksonville Florida) with this simplified

model. These two analyses give a clearer indication of the conditions under which the model is valid

and whether those conditions exist in the area of interest.

2.1 Background

Maps of the phreatic surface are one of the most basic pieces of information required for virtually

any investigation concerning groundwater flow. From a map of the water table, it is possible to

derive many properties of the flow system, such as the direction of groundwater flow, the location

of recharge or discharge zones and aquifer structure. Although this map of the water table is a

very important piece of information, it is very difficult to obtain. A brute force approach would

be to drill many wells in the area of interest; however the associated cost rapidly increases as

the mapped area increases, rendering this method infeasible for large areas. One popular method

of obtaining this map is to estimate the hydraulic head using numerical modeling tools such as

MODFLOW (McDonald and Harbaugh, 1988). In this approach, a model of the area is constructed

based on available information, including measured parameters such as the stage of nearby rivers,

recharge amounts to the unconfined aquifer and general aquifer properties. The governing differential

equation that defines the model is then numerically solved and a map of the water table obtained.

While these traditional models can possibly produce simulated results that may agree well with

field measurements, achieving such agreement generally requires extensive data collection of the

study area, mainly due to the high data requirements of these types of models (Kalivarapu and

Winer, 2008), as well as an experienced modeler to build and calibrate the simulation. In some

circumstances, the sparsity of data necessitates a simpler model. In those circumstances, a simple

model that has lower data requirements and is easier to build and run, is necessary. One such

simplified model consists of assuming the shape of the water table generally follows the shape of

the overlying topography (Fig. 2.1). As early as the beginning of the 20th century, King realized

that the topography and the location of the water table were related (Desbarats et al., 2002). By

assuming that the water table generally followed the topography, Desbarats et al. (2002) developed a

method of interpolating sparse measurements of the water table elevation which were combined with
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Figure 2.1: Conceptualization of the water table being a “subdued” replica of the topography.

information regarding the overlying topography thereby in principle, providing a better estimate of

the water table elevation via interpolation alone.

Because topographic data is relatively easy to obtain compared with water table data, many

hyrdrologic models and groundwater models assume that the water table follows the topography

to a certain degree. One example is the widely used TOPMODEL (Beven and Kirkby, 1979).

TOPMODEL is a physically based watershed rainfall runoff model which assumes that the water

table is identical or very similar in shape to the overlying topography (Stieglitz et al., 1997). Another

example in which the topography was assumed to be related to the shape of the water table, is

Tóth’s analysis of flow patterns in drainage basins. In his analysis, Tóth assumed that the water

table was a subdued replica of the topography (Tóth, 1963). More recently, Sepúlveda assumed

a relationship between the topography and the water table in order to construct a map of the

water table elevation (Sepúlveda, 2002). His method was used by the Florida Aquifer Vulnerability

Assessment (FAVA) study which examined the potential of contamination of Florida’s aquifers

(Arthur et al., 2005). The assumption that the topography controls the water table at local and

regional scales has been used to derive analytical solutions to a number groundwater flow problems,

such as the problem of surface-groundwater interaction solved by Wörman et al. (2006).

Even though the assumption that the shape of the water table can be approximated by the

overlying topography is wide spread, relatively few authors have attempted to quantify under

what circumstances the assumption is valid and to what degree the shape of the water table

follows the topography. Anderson Jr. et al. (2000) presents data, obtained using direct water

table measurements, ground penetrating radar measurements and numerical models, which suggests
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that the water table for a barrier island is a subdued replica of the topography. Haitjema and

Mitchell-Bruker (2005) analyzed the water table-topography relationship via a synthetic model

in order to develop a rule of thumb for determining whether a water table can be considered a

subdued replica of the topography (see Section 2.4.4). An attempt to quantitatively investigate the

shape of the water table in relation to the topography was conducted by Shahbazi et al. (1968). By

comparing the results of a two-dimensional numerical model with the observations of a physical

model, Shahbazi et al. (1968) concluded that the previously held assumption of prior studies, namely

the assumption that the water table follows the topography everywhere, was false. They stated that

the shape of the water table did not follow the topography in areas of high topographical elevation

(i.e., the area between two valleys) however in areas of lower elevation and in discharge zones, the

water table was coincident with the ground surface. They also concluded that for the case of a

homogeneous and isotropic aquifer, the shape of the water table was determined by the following

factors (for the given boundary conditions of their model: no-flow on the left, bottom and right

boundaries): the relative elevations between the peaks (high points) and valleys (low points) of

the topography, the average slope of the ground surface, the distance between peaks and valleys

on the ground surface, the number of peaks and valleys on the ground surface and the amount of

recharge. Other studies have investigated the relationship between the topography and the water

table in the context of determining the accuracy of the so-called “topographic index”, used as a

proxy for water table depth in TOPMODEL and other hydrologic models. The topographic index

can also be thought of as a measure of the “wetness” potential of any given point in a catchment.

The topographic index is generally calculated as

index = ln

(
a

tanβ

)
(2.2)

where a is the upslope area drained by a given location per unit contour length and tanβ is the

slope of the ground at the given location. Studies by Thompson and Moore (1997), Desbarats

et al. (2002), and Siebert et al. (1997) have shown that the topographic index (whose calculation

is based on the assumption that the slope of the water table follows the slope of the topography)

inconsistently predicts water table depths.
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Regardless of how the map of the water table is obtained, once it has been obtained, the hydraulic

gradient can be calculated using Eq. (2.1).

2.2 Conceptual Model

As mentioned in this chapter’s introduction, the focus of this model is the estimation of the

hydraulic gradient and seepage velocity. In this simplified model, the only data required as input are:

a digital elevation model (DEM) of the study area, a map of the spatial distribution of the aquifer

hydraulic conductivity, a map of soil porosities, and a map of water bodies. By processing the DEM

with a smoothing filter, it is possible to generate a subdued replica of the topography from which

the hydraulic gradient can be estimated. This estimate is then combined with the location of water

bodies and aquifer properties to generate maps of flow direction and magnitude. It is important

to note that only saturated flow (flow in soil that is fully saturated with water) is considered in

this model. As will be seen later, recharge to the surficial aquifer is an important parameter in

determining the shape of the water table, however in this simplified model, recharge (both from

rainfall and effluent from the OWTS) and its transient effect on the shape of the water table will

not be considered due to the steady-state condition of the model.

Because the model deals only with the surficial aquifer, using an approximation to the hydraulic

gradient based on the topographic gradient is justified since under the right circumstances, it can

be considered reasonable that a relationship exists between the shape of the water table and the

topography (see Section 2.4.4). This is not the case for any aquifer below the topmost one since

the hydraulic head for these confined aquifers will likely have no relation to the topography. By

approximating the hydraulic gradient with the slope of the topography, it means that the model is

not capable of considering flow from, to or through deeper aquifers. As a result, the model assumes

all flow is restricted to the surficial aquifer, which implies that any sinks in the hydraulic head

distribution must correspond to an area of groundwater discharge; a lake or a river for example.

Any sinks in the head distribution that do not correspond to actual water bodies must be filled

so that flow does not become “stuck” in such a sink. This sink filling idea is common when using

topographic data such as Digital Elevation Models (DEM) for surface hydrologic models (Martz
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and Garbrecht, 1998; Pan et al., 2004), and it has been done in the context of groundwater flow in

the simplified groundwater travel time model of Schilling and Wolter (2007).

Flat areas in the input water table map cause problems with the flow calculation because in

these areas, the flow magnitude will be calculated as zero due to the hydraulic gradient being zero.

In this model, flat areas are considered to be spurious since it is unlikely that the hydraulic gradient

in a topographically flat area is actually zero since it would mean that the water in the aquifer

is stationary. In the case of using DEMs to calculate a map of the water table, as is done in this

model, there can be several causes of flat areas. Two common causes are: limited vertical DEM

resolution and rounding or truncation of elevation values. A more detailed discussion on the causes

and treatment of flat areas is given in Martz and Garbrecht (1998). In this model, another cause of

flat areas is the filling in of sinks described above (see Section 2.3.2 for more details). To the best of

our knowledge, no other groundwater flow models that use topography to approximate the water

table treat the issue of flat areas in the input topography.

The model makes use of the Dupuit approximation. Essentially, the Dupuit approximation

allows us to approximate three-dimensional flow with a two dimensional gradient by ignoring the

vertical flow gradients. Under the Dupuit conditions as illustrated in Fig. 2.2, flowlines are assumed

to be horizontal and equipotential lines vertical. Additionally, the hydraulic gradient is assumed to

be the same as the slope of the water table and invariant with depth (Freeze and Cherry, 1979).

By making use of the Dupuit approximation, it allows for the use of a DEM to approximate the

hydraulic gradient, the reason being that the DEM is inherently only capable of estimating the

hydraulic gradient in two dimensions. The Dupuit approximation is reasonable when the slope of

the water table is small and the average aquifer thickness is small compared to the aquifer extent

(Freeze and Cherry, 1979).

Finally, the steady-state solution is used because it is deemed sufficient for the purpose of

long-term environmental evaluation. Although the model is steady-state, different water table

conditions for different times can be accounted for by controlling the amount of smoothing applied

to the DEM.
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Figure 2.2: Illustration of the Dupuit approximation. The left figure shows flow lines with vertical gradients.
The right shows flow under the Dupuit approximation. Dashed lines represent equipotentials
and arrows represent flow direction. The solid line represents the water table.

2.3 Algorithm and Implementation

The desired output of the flow model is a set of raster files representing the groundwater flow

velocity magnitude and direction. The user interface to the flow module is shown in Fig. 2.3. The

model described in this paper is similar in purpose to the Darcy Flow tool provided by the Spatial

Analyst ArcGIS extension . Like our flow model, the Darcy Flow tool also outputs a map of seepage

velocity and direction however unlike our model, it requires as input a map of the water table; it

does not calculate such a map on its own. Additionally, because the Darcy Flow tool requires a

water table map as input, it has no functionality to deal with flat areas or sinks. The consequences

of this were described in Section 2.2. The purpose of this section is not to give a guide on how to

use the model or give details on its programmatic implementation. Rather, it is meant to discuss

details of the algorithmic implementation.

2.3.1 Input and Output

The inputs to the model are:

1. A DEM (raster) of the area of interest

2. A raster representing the spatial distribution of hydraulic conductivity for the area of interest

3. A raster representing the spatial distribution of porosity for the area of interest

4. A set of polygons representing the locations of surface water bodies
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Figure 2.3: The user interface to the flow module.

The parameters for processing the DEM are:

1. Smoothing factor. This controls how much the gradient of the topography will resemble the

gradient of the water table.

2. Z-Factor. This is the conversion factor between the vertical measurement units of the DEM

and the horizontal measurement units.

3. Use Water Bodies. This controls whether to take into account the location of water bodies

when filling sinks.

The model outputs are two rasters, one for the flow from each cell (in degrees clockwise from north),

and the other for the magnitude of flow velocity from each cell in the direction of the flow direction

(in the same units as the input hydraulic conductivity raster).

2.3.2 Process

The model algorithm proceeds as shown in Fig. 2.4. First, the input DEM is smoothed by an

amount specified by the user to generate the “subdued” replica of the topography. Smoothing is

accomplished via a discrete cross-correlation of the input DEM with the 7 x 7 averaging kernel

(a.k.a moving window average)

1
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⋆ R
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Figure 2.4: Logic flow for the groundwater flow model.

where R is a 7 x 7 block of pixels in the DEM and ⋆ is the cross-correlation (moving window or

sliding window) operation. The net result is that each individual pixel in the output is the average

of all the pixels surrounding it in a 7 x 7 rectangular window. The moving window operation can

be thought of as a stencil placed over the pixels of the DEM covering an area of 7 x 7 elements.

Each component of the kernel Ki,j is multiplied with the value of the DEM directly underneath

it, Ri,j . The sum of all such multiplications within the kernel window is then assigned to the cell

in the center of the window (because of this, the dimensions of the kernel are necessarily odd).

The window is then moved to the next DEM cell and the process repeated. The moving window

or stencil operation is also sometimes referred to as the discrete convolution operation. This is

strictly speaking, not true, although both operations are related. The cross-correlation operation is

mathematically related to the convolution operator in that the kernel used for the cross-correlation

must be rotated by 180◦ when used with the convolution operation. While other smoothing kernels

were considered, such as Savitzky-Golay type filters (Savitzky and Golay, 1964), the simple averaging
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filter used in this study is capable of smoothing the DEM to a higher degree using fewer iterations.

Next, the smoothed DEM is processed to fill any sinks. Sinks are filled, using the ArcGIS “Fill”

tool, which fills sinks up to their pour point, the minimum elevation along its boundary that has a

neighboring downslope cell. A way to conceptualize this sink filling method is to imagine a bucket

with a chip on its edge that is being filled with water. When the water reaches the top of the bucket,

it will overflow through the chip, i.e. the pour point. Because the Fill tool fills all sinks in the

domain, the option exists (in the form of the Use Water Bodies parameter) to take into account the

location of water bodies. When this option is enabled, the elevations from the smoothed, unfilled

DEM will be superimposed on the filled DEM. Filling must be performed after smoothing because

smoothing can re-introduce sinks in the sink-filled DEM. Filling sinks results in the creation of

artificially flat areas where a sink has been filled (similar to the flat surface of the water in the

overflowing bucket example). This is dealt with by the section of the algorithm dealing with flow

direction calculations described later.

Eq. (2.1) is a 1-dimensional equation. In order to calculate two dimensional flow, it is necessary

to extend the gradient to two dimensions. The components of seepage velocity are then given by:

vx = −K

φ

∂h

∂x
= −K

φ
Gx (2.3a)

vy = −K

φ

∂h

∂y
= −K

φ
Gy (2.3b)

In this model, the calculation of the gradient is accomplished by using another stencil operation. In

this case, the stencil operation used is the well known Sobel filter. The Sobel kernels are

Gx =
1

8h

−1 0 1
−2 0 2
−1 0 1

 ⋆ R, Gy =
1

8h

−1 −2 −1
0 0 0
1 2 1

 ⋆ R

where h is the cell size of R in the x and y directions respectively. The Sobel kernels are essentially

a combination of a triangle smoothing filter in one direction (Bartlett filter of order 3) and a

central difference operator in the perpendicular direction. Given the above estimates of the partial

derivatives in x and y, it is possible to calculate the gradient magnitude and direction of the seepage
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velocity vector as

v =
√
v2x + v2y

=
K

φ

√
G2

x +G2
y

(2.4)

and

θ = tan−1 Gy

Gx
(2.5)

Other kernels were tested for the calculation of Gx and Gy including ordinary central difference,

one-sided difference, central differences of higher order and Sobel-type filters of higher order (higher

order central differences with higher order smoothers). The ordinary Sobel filter yielded the best

results, in that a) the gradient values does not vary too much in the local vicinity of a given cell (as

expected since the input DEM was smoothed prior) and b) the computational cost is small (larger

kernels take longer to compute).

Once Gx and Gy are calculated, the logic branches into two parts so as to generate two separate

outputs. Starting with the velocity magnitude calculation (left branch in Fig. 2.4), the magnitude

of the gradient can be easily calculated from
√
G2

x +G2
y. A problem arises if a given area of the

smoothed DEM is flat since in this case, the gradient is zero and water will not flow. According to

the arguments given in the conceptual model, these areas must be eliminated. This is accomplished

by making use of the ArcGIS FlowDirection tool. The tool implements the method of Jenson and

Domingue (1988) to assign a slope to a flat area equal to the slope to the nearest cell with a lower

elevation. After treating the flat areas, the gradient magnitude raster is then used to calculate the

seepage velocity magnitude on a cell by cell basis using Eq. (2.4).

The calculation of seepage velocity direction is as follows: in non-flat regions, the direction

is given by Eq. (2.5). In flat regions, the direction is calculated using the method of Jenson and

Domingue (1988) (from the FlowDirection tool) where the direction is iteratively assigned starting

from cells on the boundary of the flat area that have a downslope neighbor. Starting from a cell on

the boundary, all cells in the flat area that do not have a defined flow direction and are immediate

neighbors of the boundary cell are assigned a flow direction towards the boundary cell. In subsequent

iterations, all cells in the flat area that do not already have a flow direction are assigned a direction

to the immediate neighbor having the largest downslope value. The process is repeated until all
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cells have an assigned flow direction. In this way, the assignments of flow directions “grow” into the

flat area starting from the boundary cells. The results from the flat and non-flat areas are then

combined and converted to an angle between 0 and 360◦ clockwise w.r.t. north. Note that because

the assignment of direction to a cell in a flat area occurs only from that cell to one of its eight

immediate neighbors, the flow directions in flat areas are limited to one of eight directions, which is

in contrast to the direction outside of flat areas which can be in any direction. When assigning flow

directions to flat areas caused by sink filling, the procedure is the same however the results have a

distinctive characteristic that all flow paths tend to travel towards the pour point of the filled sink.

2.3.3 Particle Tracking

An important part of the flow module, though not strictly part of the flow model itself, is the

particle tracking functionality. Particle tracking consists of placing an imaginary particle at any

given location within the flow field and tracing its movement through the flow field until it reaches

a water body or exits the domain. This functionality is useful for two reasons: a) it allows for the

visualization of the flow field and b), it is used by the transport module to determine the path that

the contaminants will take. The inputs to this sub module are shown in Fig. 2.5.

The algorithm used for particle tracking is quite simple but effective. Given a flow field (seepage

velocity magnitude and direction rasters) and user defined parameters (the step size and maximum

number of steps to take), the particle begins by taking a step of size “Step Size”, starting from the

source location. The position and velocity of the particle at the end of a given step is calculated by

using the cell value of the magnitude and direction rasters at the starting particle position for the

step. Since the particle may be located at a point that does not correspond to the center of the

raster cell, a nearest neighbor interpolation is used. For each point given by the Source Location

input layer, the particle tracking module saves the sequence of segments that correspond to the flow

path from that source. The segments are then linked to the point that they correspond to via the

PathID attribute. The PathID attribute for each segment is set to the FID attribute of the input

source point.
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Figure 2.5: The inputs to the particle tracking function

2.4 Can the Water Table Be Considered a Subdued Replica of
the Topography?

In this section, the validity of the assumption that the water table follows the topography is

tested for the area of interest (Jacksonville, Florida). Specifically, two areas in Jacksonville are

considered: the U.S Naval Air Station, Jacksonville (NAS) and the Lakeshore neighborhood, also in

Jacksonville.

2.4.1 Description of Study Sites

The NAS and the Lakeshore neighborhood are located in close proximity. Lakeshore is approxi-

mately 6 km north-west of the NAS. The location of the NAS is shown in Fig. 2.6. The NAS itself

lies on the banks of the St. Johns river and is bounded to the west by the Ortega river. Lakeshore is

bounded to the east and west by the Cedar and Ortega rivers respectively. To the south, Lakeshore

is bounded by the confluence of the Cedar and Ortega rivers and to the north, it is partially bounded

by Big Fishweir Creek.

The general physiography of Duval county was studied by Fairchild (1972) while the NAS was

studied by Davis et al. (1996). The composition of the surficial aquifer in the vicinity of the naval

base consists of medium to fine-grained unconsolidated sands of Pleistocene and Holocene age rising

to an elevation of approximately 9 m above sea level. Even though the surficial aquifer can be

considered as a single unit and no base-wide impermeable zones have been identified, there are

occurrences of local sandy clay beds (Davis et al., 1996). The base of the aquifer corresponds to the

35



Figure 2.6: The U.S. Naval Air Station, Jacksonville Florida situated in Duval county

top of the Hawthorn group which is a confining clay layer which separates the surficial aquifer from

the Upper Floridian aquifer. The depth to the Hawthorn group is variable but ranges between 3 to

30 m (10 to 100 ft) in the vicinity of the base. Recharge to the surficial aquifer was estimated to

be approximately 255 mm/yr (10 in/yr) (Fairchild, 1972). On average, the hydraulic conductivity

in the area is about 1.5-2.1 m/day (5-7 ft/day) as determined from slug tests (Davis et al., 1996).

Vertical hydraulic gradients in the areas away from the river were determined to be small and the

depth to the water table from the land surface at the NAS was measured to be between 0 and 1.5

m (0 and 5 ft) (Davis et al., 1996).

2.4.2 U.S. Naval Air Station, Jacksonville

Davis et al. (1996) of the USGS constructed and calibrated a detailed groundwater flow model

of the NAS with the intent of determining the fate of contaminants at the base and evaluating the

effects of remediation efforts on groundwater flow patterns. Because the model was calibrated with

measurements of the hydraulic head in the surficial aquifer, this site is ideal for the study of the

relationship between the shape of the water table and the overlying topography in the study area
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Figure 2.7: The locations of calibration wells in the USGS study along with a contour map of the elevation
of the top of the Hawthorn group are shown on a USGS DEM with 10 by 10 m resolution. All
elevation values are in meters.

of Jacksonville, Florida. Additionally, because this model is a single layer model (essentially a 2D

model), it makes it ideal for comparison to our simplified model. Finally, the NAS is a good study

site due to its proximity to Lakeshore.

Model Construction. A numerical model based on the one by Davis et al. (1996) was set

up as a steady-state, single layer model having a homogeneous hydraulic conductivity and recharge

rate and was solved using MODFLOW (Harbaugh et al., 2000). The finite-difference cell length

and width were both set to 30 m (100 ft). The bottom of the each cell extended to the top of

the Hawthorn Group, whose elevation determined the cell thickness. The simulation domain is

shown in Fig. 2.6 (indicated by the areas shaded green) and is bounded to the north, east and west

by the Ortega River and the St. Johns River. The stage for both of these rivers was set to sea

level. Because the general flow direction in the area is approximately parallel to I-295, the southern

boundary was set to a no-flow boundary. The bottom of the aquifer was also modeled as a no-flow

boundary. The NAS is also drained by several creeks and ditches which were modeled as drains

using the MODFLOW drain package. The elevation of the creek stages were assigned to be the

same as the elevation of the creek bottoms, which were estimated from the land elevation in that

cell. This removed the ability of the creeks to leak water to the aquifer but retained the capability of
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Figure 2.8: Simulated vs. observed head for the USGS model in the calibration wells of Figure Fig. 2.7. 121
out of the 128 well measurements fall within the 0.762 m (2.5 ft) calibration criterion (dashed
lines)

draining water from it. The model was calibrated using 128 well measurements (locations shown in

Fig. 2.7) and 14 streamflow measurements. The calibrated hydraulic conductivity was 2.13 m/day

(7 ft/day). The head measurements along with their (calibrated) simulated values are shown in

Fig. 2.8. As a result of calibration, recharge was adjusted to the zones and values shown in Fig. 2.9.

After calibration, the simulated head in 121 of the 128 wells was within the calibration criterion of

2.5 ft (0.762 m) of the measured value.

Results and Discussion. In order to evaluate the relationship between the shape of the water

table and the overlying topography, the elevation of the water table was compared to a 1/3 arcsecond

(approximately 10 m) resolution DEM obtained from the USGS National Map Seamless Server

http://seamless.usgs.gov. Examining cross-sections of the topography and the water table from

the USGS model suggests a strong relationship between the water table and topography although

the relationship is stronger in certain areas and weaker in others. Fig. 2.10 shows two representative

cross sections. The upper cross-section shows a case where the shape of the water table follows the

topography only very generally. In the lower cross-section, the relationship is much closer. A more

quantitative comparison can be obtained by plotting the land surface elevation against the water

table elevation. If there exists a relationship, it can be quantified via the correlation coefficient. The
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Figure 2.9: Map of recharge values for the USGS model. All values are in in/yr
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Figure 2.10: Selected cross-sections comparing the topography with the water table from the USGS study
illustrating the fact that the water table can follow the topography (lower plot) but it is not
always so (upper plot). Elevations are in meters.

scatter plot in Fig. 2.11 was created from every 1000th elevation value of the DEM (the water table

data was re-sampled to the resolution of the DEM) and it clearly shows a linear relationship between

the elevation of the water table and the topography. Pearsons’s correlation coefficient was found to

be 0.87 and Spearman’s rank correlation was calculated to be 0.91. The scatter of the points in

Fig. 2.11 shows that even though the relationship is strong, it is not a perfect correlation. This is

to be expected since the water table is not equal to the topography everywhere and is consistent
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Figure 2.11: Correlation between the water table and the topography. The correlation coefficient is 0.87
(Pearson) or 0.91 (Spearman)

with the result presented in Fig. 2.10, showing that the relationship is stronger in certain areas

and weaker in others. Although the elevation of the water table and the topography shows a good

correlation, it does not immediately follow that the slope of the water table and the slope of the

topography will be correlated to the same degree. After calculating the derivatives in the x- and

y-direction (using the Sobel filter method described in Section 2.3.2), the correlation of the gradient

for both cases is less than 0.5 (Pearson and Spearman). This lack of correlation can generally

be expected because the topography usually varies more significantly in space than a water table

generated by a numerical model. This assertion can be demonstrated by applying the smoothing

step in the simplified model. After smoothing the topography (with 50 smoothing iterations as

described in Section 2.3.2), the correlation for the slope in the x-direction increases to 0.70 (Pearson)

and 0.75 (Spearman). For the correlation in the y-direction, the values are 0.3 (Pearson) and 0.60

(Spearman). The correlation for the y-direction is much lower in this case, indicating that in this

direction, the relationship between the water table and topography is weak. This weaker correlation

in the y-direction is represented in the A-A’ cross-section of Fig. 2.10.

From the results presented, it is now possible to say with a fair degree of certainty that overall,

the water table is a subdued replica of the topography in the vicinity of the NAS although the
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degree to which the water table and topography are related may vary as shown in Fig. 2.10. The

slope of the smoothed topography and the slope of the water table are generally related however

the relationship is greater for the x-direction. Because of the close proximity of the NAS to the

Lakeshore neighborhood, it stands to reason that the physiological and hydrological conditions will

be similar, implying that the water table will also follow the topography in Lakeshore to the same

degree. This assertion is examined in the following section.

2.4.3 Lakeshore Neighborhood

Because Lakeshore is one of the neighborhoods of interest, it is useful to determine to what

degree the water table follows the topography in this area. From the previous section, the conclusion

can be drawn that it is likely the water table will follow the topography to the same degree as in

the NAS. To further analyze this, a MODFLOW 2005 (Harbaugh, 2005) model was constructed

with a similar configuration e.g., single-layer and steady-state, as the model of Davis et al. (1996).

Unlike the analysis of NAS where the model had already been constructed by Davis et al. (1996),

the model in this section was constructed from scratch. Additionally, because no calibration data

from wells are available, the model was not constructed to the same level of detail as the NAS. The

MODFLOW GUI package ModelMuse v2.1.1.0 (Winston, 2009) was used to facilitate the set-up of

the model and prepare the input files for MODFLOW.

Model Construction. The model was set up for the Lakeshore neighborhood by making

use of the National Elevation Dataset (NED) DEM obtained from the seamless data server (http:

//seamless.usgs.gov/). The elevation information was used to set the elvation of the top of each

simulation cell in MODFLOW. The dataset is the NED 1/3 arcsecond raster dataset which has a

horizontal resolution of 1/3 arcseconds (approximately 10 meters). While a more detailed DEM

based on lidar data and having a cell size of 5ft x 5ft and a vertical resolution of 0.6ft was available,

this data was too detailed for calculation and comparison purposes. The effects of DEM resolution

on the calculations of topographic parameters (like the TOPMODEL topographic index) have been

studied previously (Thompson and Moore, 1997; Thompson et al., 2001; Sørensen and Seibert, 2007)

and some authors suggest that for approximating groundwater flow, a coarser DEM might better
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suited since the water table does not usually follow the topography exactly (Wolock and Price,

1994).

The DEM was then imported into ArcGIS 9.3 and re-sampled (using bi-linear interpolation) so

that the size of each cell was exactly 10 x 10 meters. A 10 m cell size was chosen because it closely

represents the original DEM resolution of 1/3 arcseconds. The total size of the domain based on the

cell size was 371 columns and 373 rows. Based on this information, the MODFLOW grid size and

spacing was set to 371 columns and 373 rows with spacing of 10 m between each row and column so

that each MODFLOW simulation cell corresponded to exactly one cell in the DEM.

Data from the National Hydrography Dataset (NHD) obtained from the Florida Department of

Environmental Protection (FDEP) was used to determine the geographical locations of rivers and

other water bodies. In the NHD dataset (a vector dataset) water bodies are represented by lines

and polygons, the extent of which give the location of the water body. Knowing the locations of

water bodies is important to be able to set the constant-head boundary conditions. The NHD data

was then imported into ArcGIS for further processing.

After importing the DEM and the water body dataset into ArcGIS, both datasets were projected

to a common projection so that they could be exported without problems to ModelMuse. Without

re-projecting, importing the data into ModelMuse caused the DEM and the water body dataset to

not line up properly. The DEM was then exported into ASCII format and imported into ModelMuse

by making use of the Import Gridded Data function. The DEM was used to set the elevation of

the top of each cell as mentioned previously. The elevation of the bottom of each cell was set to

the top of the Hawthorn Group, similar to the NAS model. The top of the Hawthorn Group was

estimated to be -15 meters (-50 ft) relative to sea level, corresponding to approximately the mid

point of the range quoted by Davis et al. (1996). The locations of the water bodies were imported

into ModelMuse by making use of the Import Shapefile feature.

As mentioned previously, the Lakeshore neighborhood is bounded to the east and west by the

Cedar and Ortega rivers respectively and to the south by the confluence of the Cedar and Ortega

rivers. To the north, it is partially bounded by Big Fishweir Creek. The locations of these rivers,

for simulation purposes, were determined by making use of the NHD dataset previously mentioned.
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Figure 2.12: Model as constructed within ModelMuse. The colormap represents the elevation of the top of
each cell. The highlighted area is the simulation area. The dotted lines indicate the selected
cross sections of the water table used for determining recharge and conductivity parameters.

The boundary condition for the rivers was set to a constant head boundary and the value was set to

the river stage. For the portion of the simulation domain not bounded by any rivers or creeks (the

north-west corner), the boundary was set to a no flow boundary. Care was taken when analyzing

results, to avoid analyzing results in close proximity to this corner because of the artificial boundary

there. Finally, all cells outside of the neighborhood of interest were set to inactive. Fig. 2.12 shows

the model simulation domain. Because data for calibration was not available, the values for hydraulic

conductivity and recharge from Davis et al. (1996) were used as baseline values. The baseline values

of 10 in/yr for recharge and 7.5 ft/day for hydraulic conductivity were assigned to all cells in the

simulation domain. Because the baseline values caused the elevation of the water table to exceed

the land surface elevation, sometimes by a significant amount (up to 3m), in order to obtain results

more tailored to this location, a series of runs were performed and values of hydraulic conductivity

and recharge were selected so that the water table did not exceed the land surface elevation. The

parameters tested are shown in Table 2.1. Because the aquifer geometry remained fixed in all runs,

it is the ratio of recharge to conductivity, R/K, that controlled the shape of the water table.

In order to select parameters that a) do not cause the water table to exceed the land surface

elevation, b) give water table depths in the ranges given by Davis et al. (1996) and c), are reasonably
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Table 2.1: Parameter values used in the simulation. Baseline values are in italics.

# R K R/K

1 6.954E-04 m/d (10 in/yr) 2.286 m/d (7.5 ft/day) 3.042E-04
2 5.563E-04 m/d (8 in/yr) 2.286 m/d (7.5 ft/day) 2.433E-04
3 5.563E-04 m/d (8 in/yr) 3.048 m/d (10 ft/day) 1.825E-04
4 3.477E-04 m/d (5 in/yr) 3.048 m/d (10 ft/day) 1.141E-04
5 3.477E-04 m/d (5 in/yr) 4.267 m/d (14 ft/day) 8.149E-05
6 2.086E-04 m/d (3 in/yr) 4.267 m/d (14 ft/day) 4.889E-05

close in value to the baseline values, two representative cross sections are selected: one along a row

(138) and another along a column (208). The specific row and column are chosen because they

represent areas of the domain having markedly different topographical profiles. For the section along

the row (call it the east-west cross section), the topography varies quite smoothly and is in the form

of a low hill. The section along the column (north-south cross section) is more varied, meaning it

has several bumps and valleys. The location of these sections is indicated in Fig. 2.12 by the dotted

lines.

Results and Discussion. The model was executed for the values of recharge and conductivity

given in Table 2.1. The recharge and conductivity values that best satisfied the selection criteria are

located in row #4 in Table 2.1. The resulting water table is compared to the overlying topography

in Fig. 2.13. For the selected parameters, the average and maximum depth to the water table are

calculated for both cross sections. For the east-west cross section, the average depth is 1.9 m and

the maximum 3.5 m. For the north south cross section, the average is 1.5 m and the maximum 3.9

m. Note that the water table still exceeds the land surface by a small amount in the lower cross

section, a situation which cannot be remedied without site specific calibration data.

The simulation shows that in the Lakeshore area, the water table follows the topography only

generally, given the most plausible values of recharge and conductivity. The most plausible parameter

values are the ones that give a plausible water table and result in a water table depth similar to the

one reported by Davis et al. (1996) (0 to 1.5 m). From this simulation, it is likely that the water

table only generally follows the topography. In order to more definitively answer this question, site
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Figure 2.13: Water table and topography cross sections for the selected recharge and conductivity parameters
(R=5 in/yr, K=10 ft/day). Dashed line is the topography, solid line, the water table. The
dot represents the location where the water table intersects a small stream. Upper figure:
east-west cross section. Lower figure: north-south cross section

specific calibration data is required.

2.4.4 Rule of Thumb

Up to this point, the evidence suggests that the water table in the vicinity of the NAS and the

Lakeshore neighborhood is a subdued replica of the topography, to varying degrees. A final piece of

evidence to support or disprove this hypothesis can be obtained from a rule of thumb developed

by Haitjema and Mitchell-Bruker (2005) that tests whether a water table can be considered to be

topography controlled. The rule of thumb is defined as

φ =
RL2

mKHd

{
> 1 topography controlled

< 1 recharge controlled
(2.6)

where R [m/day] is recharge, L [m] is the average distance between surface waters, m is a dimen-

sionless factor accounting for the aquifer geometry, and is between 8 and 16 for aquifers that are

strip-like or circular in shape, K [m/day] is the hydraulic conductivity, H [m] the average aquifer

thickness, and d [m] is the maximum distance between the average water level in surface water

bodies and the elevation of the terrain.

Results from Section 2.4.2 indicate that the water table at the NAS should follow the topography

to a reasonable level in most areas. The rule of thumb is now applied to the NAS assuming limited
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a priori knowledge. Recharge is taken to be the estimated average recharge for the area: 6.95E-4

m/day (10 in/yr or 255 mm/day) as mentioned in Section 2.4.1. The parameter L is calculated

by using ArcGIS to measure the distance between the two major rivers bounding the domain (the

Ortega River and the St. Johns) by drawing cross-sections from the bank of one river to the bank

of the other. This is done at several locations in the east-west and north-south directions and the

average length, 4330 m, is used for L. The hydraulic conductivity K is set to 1.52 m/day; the value

obtained from slug tests mentioned in Section 2.4.1. H is estimated by assuming the water table is

0.762 m below the land surface everywhere (0.762 m obtained by averaging the estimated range of

depths given in Section 2.4.1). The elevation of the Hawthorn Group is then subtracted from this

rough water table estimate and the average value of the result, 19 m, is taken as H. The parameter

d is estimated by using the same cross sections that were used in the calculation of L and finding

the maximum difference between the elevation along each line and the water level (assumed to be

sea level) in the Ortega and St. Johns rivers. Once the maximum has been found for each cross

section, the average value of the maximum values, 6.1 m, is used. The parameter m is estimated to

be 12 due to the semi-elongated shape of the study area. The rule of thumb gives

φ = 6.2

indicating a water table that is controlled by the topography, though not strongly so. In their paper,

Haitjema and Mitchell-Bruker (2005) gave an example that used the aquifer studied by Tóth (1963).

After some calculations, a value of φ = 40 was given for Tóth’s aquifer, with a statement indicating

it should be considered topography controlled. An example of a recharge controlled aquifer was

also given. In that recharge controlled case, the value of φ was 0.0088. Therefore, for the case at

hand, a resulting value of φ = 6.2 means that although the aquifer is topography controlled, it is

not strongly so.

For the Lakeshore area, suitable recharge and conductivity values were selected in Section 2.4.3

for recharge, 3.477E-04 m/day (5 in/yr), and conductivity, 3.048 m/day (10ft/day). Although

these values were estimated from the MODFLOW model, they can essentially be considered to

be obtained without a priori knowledge since the MODFLOW model itself was constructed using

only literature values for the model parameters. Using ArcGIS, the average distance between water
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bodies, L, is estimated to be approximately 2700 m. The value of m is set to 13 since the geometry

of the Lakeshore area is deemed to be more circular than strip-like. H is estimated to be about 17

m, given that the base of the aquifer is set to 15 m below sea level and the depth to the water table

is approximately 2 m. From Fig. 2.13, the parameter d is estimated to be about 6 m. The resulting

value of φ is

φ = 0.63

This would indicate that the water table is in fact recharge controlled. However, because the value

is close to 1, this is not a clean-cut conclusion. Taking into account the values given by Haitjema

and Mitchell-Bruker (2005) for recharge and topography controlled water tables, for the case at

hand, a resulting value of φ = 0.63 means that the aquifer is not strongly topography controlled

but neither strongly recharge controlled; it is somewhere in between. Therefore for Lakeshore, the

rule of thumb indicates a water table that is not topography controlled however this result conflicts

with the results of the nearby NAS. This conflict yields an inconclusive result and a topography

controlled water table in Lakeshore cannot be ruled out.

2.4.5 Conclusion

The rule of thumb indicates that for the NAS, the water table is controlled by the topography

although the degree to which it is controlled may be strong in some areas and weak in others. Overall,

the water table is topography controlled, although not strongly so. For the case of Lakeshore, the

rule of thumb yields an inconclusive result. Taking into account all the evidence (MODFLOW

models of the NAS and Lakeshore as well as the rule of thumb results), it can be concluded that the

water table at the NAS and Lakeshore areas follow the topography to a reasonable degree however

the strength of the relationship varies. In order to reach this conclusion, a higher weight is given to

the MODFLOW simulations, especially the one by Davis et al. (1996) since that result is obtained

from a calibrated model. To conclude this analysis, a statement by Haitjema and Mitchell-Bruker

(2005) regarding the general relationship between the water table and topography is presented:

“...in a very general sense the water table and the topography are always related. After

all, water table lows occur at surface water, which in turn occur in topographically low

areas.”
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2.5 Analysis of Model Performance

After evaluating the validitiy of the approximations made by the simplified model in the area of

interest, it is possible to analyze the performance of the simplified model. A quantity of interest

is the travel time (and to a lesser extent the travel distance) of an imaginary particle placed at

a given starting point to its final destination at a water body. In fact, this was also the purpose

of the simplified GIS-based model of Schilling and Wolter (2007). As shown in Section 2.4.3, the

values of recharge and hydraulic conductivity play important roles in determining the shape of the

water table and therefore the hydraulic gradient and groundwater flow velocity. What remains to be

seen is the effect that the smoothing factor has on the calculated water table and how it affects the

groundwater travel times. In order to investigate this relationship, several values of the smoothing

factor were selected based on preliminary tests to find values that yielded plausible water tables.

From these preliminary tests, it was found that a smoothing value of 50 yielded an acceptable

approximation to the water table, using the water table from the calibrated USGS MODFLOW

model of Davis et al. (1996) (Section 2.4.2) as reference. Based on this number and the observation

that the change in the shape of the calculated water table decreased as the value of the smoothing

factor increased, eight representative values of the smoothing parameter were selected for testing:

2, 5, 10, 20, 40, 50, 60, 80

2.5.1 Comparison with NAS Model

In order to quantify how the value of the smoothing factor affects the agreement between the

estimated travel times and travel distances compared to the USGS model, the model was run with

the previously mentioned values of the smoothing parameter for both the entire domain and a small

sub area located near the north-east corner of the NAS. For the case of the entire domain, points

were uniformly placed 100 m apart and for the sub area, the points were uniformly placed 70 m

apart. The model was then run using the 10 m DEM (from the USGS National Map) and particle

tracking conducted for both areas using the previously given smoothing factor values, a uniform

hydraulic conductivity of 2.113 m/day, and a porosity of 0.25. The values of the conductivity and

porosity were the same as those used in the USGS model. Fig. 2.14 shows the flow paths generated
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Figure 2.14: Results of running the model (with particle tracking), smoothing parameter of 50 is shown.
Left: entire domain. Right: sub area located near the north east corner of the domain

by the model, for the case using a smoothing factor value of 50 for both the entire NAS domain and

for the smaller sub area. Additionally, for comparison purposes, flow paths are generated for the

sub area using data generated by the USGS MODFLOW model. In order to generate the flow paths

for the USGS model, particle tracking was conducted (with the method of Section 2.3.3) using the

velocity flow field obtained from the MODFLOW cell-by-cell flow output file.

In order to quantify the quality of the match between the estimated travel times and travel

distances of our model compared with those of the USGS model, scatter plots of the estimated travel

times and distances were constructed for both the entire domain and the smaller sub area using

different values of the smoothing factor. In such a plot, an ideal result would be perfect positive

Pearson correlation as well as having a best fit line of slope one and intercept zero. The Spearman

and Pearson correlations were calculated for each plot to measure the agreement, the results of

which are summarized for the domain in Fig. 2.15. Fig. 2.15 shows the relationship between the

correlation of this simplified model and the USGS model plotted against the smoothing factor for

the entire domain for both travel time and travel distance. Fig. 2.15(a) indicates that the optimum
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Figure 2.15: Correlation of estimated travel distance and travel time between the simplified model and the
USGS model. Estimation area: entire domain

value for the smoothing factor for travel distance is around 40 (taking into account both Pearson

and Spearman correlation). Fig. 2.15(b) indicates the optimum value should be 20, however 40 is

the next best value. Fig. 2.16 shows the difference between the simplified model and the USGS

model (simplified minus USGS) for both the travel distance and travel time for the entire domain.

Like Fig. 2.15(a), Fig. 2.16(a) suggests the best value for the smoothing factor is 40. In Fig. 2.16(b),

the minimum occurs at the smoothing factor value of 60, however 40 and 50 (tie) have the next

smallest difference. Figs. 2.17 and 2.18 show the same information as Figs. 2.15 and 2.16 except

corresponding to the sub area. For the sub area, all plots indicate the best value for the smoothing

factor, out of the ones tested, is 80. Fig. 2.19 shows the number of flow paths (in percent) having

an estimated travel time and distance that fall within a window of ±20 years of the travel time and

±20 m of the travel distance predicted by the USGS model for both the entire domain and the sub

area. Fig. 2.19 suggests the best value of the smoothing factor for the entire NAS is approximately

40 while for the sub area, a value of 80 is suggested (considering both travel time and distance).

In order to ensure that the data are correctly compared, flow paths that ended up in different

water bodies were discarded. Additionally, flow paths were discarded when the travel time in the
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Figure 2.16: Difference between the travel distance and travel time compared with USGS model plotted
against smoothing factor. Estimation area: entire domain.
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Figure 2.17: Correlation of estimated travel distance and travel time between of the model compared with
the USGS model. Estimation area: sub area
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Figure 2.18: Difference between the travel distance and travel time compared with USGS model plotted
against smoothing factor. Estimation area: sub area.
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Figure 2.19: The amount of data within ±20 years and ±20 m of the USGS model.
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USGS model was greater than 5000 years. This occurred when there was a sink in the water table

in the USGS model. When a sink is present flow becomes trapped and never leaves. Because the

particle tracking routine terminates after a set number of iterations (usually a high number), flow

into a sink results in unrealistic travel times for those cases. For the case of the entire domain, out

of the 1175 flow paths available, on average, approximately 39 % were discarded for each run. In

the sub area, out of the 129 available flow paths none were discarded.

It is important to note that although the two correlation coefficients (Spearman and Pearson)

are calculated, it is the Pearson’s correlation that is most useful for examination since Pearson’s

correlation coefficient measures the linearity of the relationship while the rank correlation will also

measure any non-linear effects. The ideal relationship between the values estimated by our model

and those estimated by the USGS model is linear.

2.5.2 Discussion

The only adjustable parameter in this simplified model is the smoothing factor, which indicates to

what degree the topography will be smoothed in order to generate the shape of the water table (the

physical aquifer parameters were fixed to the same values as the USGS model). The results indicate

that there is an optimum value of the smoothing parameter for both the entire NAS and the sub area,

however the value itself is different in each case. Additionally, the optimum value varies depending

on the desired quantity to estimate (travel time or travel distance). For estimating the travel time,

the optimum value of the smoothing factor for the entire NAS was approximately 40, determined

by simultaneously considering Figs. 2.15, 2.16 and 2.19(a). For this value of the smoothing factor,

statistics of interest are extracted and shown in Table 2.2. The correlation statistic represents the

correlation between the value estimated by this model and the value estimated from using the data

from the model by Davis et al. (1996). The “percent of data within ±20” column represents the

number of model estimates that fall within a window of ±20 (years or meters depending on whether

the comparison is between travel time or travel distance). The remaining two columns are self

explanatory. A similar analysis can be carried out for the sub area (Figs. 2.17, 2.18 and 2.19(b)).

For the sub area, the optimum value of the smoothing parameter out of the ones tested was 80 and

the corresponding statistics are shown in Table 2.3. For comparison purposes, the statistics are
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Table 2.2: Statistics of travel distance and time for the entire domain for smoothing factor 40

Correlation Percent of Data within +/- 20 Mean dif-
ference

StdDev of
Difference

Travel Time Spearman: 0.68
Pearson: 0.64

56 16.4 yr 77.2 yr

Travel Distance Spearman: 0.93
Pearson: 0.93

42 14.6 m 125 m

Table 2.3: Statistics of travel distance and time for the sub area for smoothing factor 80

Correlation Percent of Data within +/- 20 Mean dif-
ference

StdDev of
Difference

Travel Time Spearman: 0.99
Pearson: 0.92

92 -3.8 yr 8.2 yr

Travel Distance Spearman: 0.99
Pearson: 0.97

73 -5.6 m 49 m

also shown for a smoothing value of 40 in Table 2.4 From Tables 2.2 and 2.3, it is immediately

apparent that a single value of the smoothing parameter cannot capture the varying degrees to

which the water table follows the topography for a domain as large as the entire NAS. For a smaller

sub domain however, the model is capable of yielding acceptable results.

From Fig. 2.19 and Tables 2.2 to 2.4, it is clear that the effect of the smoothing factor on

the estimates of travel time and distance is location- and scale-dependent. When the model is

run for the entire domain, there is clearly a value of the smoothing parameter that optimizes the

Table 2.4: Statistics of travel distance and time for the sub area for smoothing factor 40. Compare with
Table 2.2

Correlation Percent of Data within +/- 20 Mean dif-
ference

StdDev of
Difference

Travel Time Spearman: 0.98
Pearson: 0.86

91 -4.7 yr 10 yr

Travel Distance Spearman: 0.98
Pearson: 0.95

65 5 m 61 m
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Figure 2.20: Locations of the sub areas within the NAS. Each point represents a contaminant source.

model agreement with the USGS model (the value is around 40). For the case when the model was

applied to the sub area, the behavior is markedly different. The tested values of the smoothing

factor suggested that the optimum value is 80 or above. From this, it is clear that a single value of

the smoothing parameter is not adequate to model an area as large as the entire NAS. It is more

appropriate to define a parameter for smaller areas such as the sub area tested here. The reason

for this is simple: the analysis between the water table and the topography done in Section 2.4.4

suggests that although in general, the water table in the vicinity of the NAS can be considered

a subdued replica of the topography, the relationship varies with space, i.e., in some areas the

relationship may be stronger than others and a smaller smoothing factor may be needed.

Because of the scale and location dependent nature of the optimal smoothing parameter, in order

to better evaluate the effectiveness of the model, more data points were required. A second sub area

was selected, immediately to the south of the first sub area, having comparable dimensions and a

comparable number of sources to the first. Fig. 2.20 shows the location of both sub areas. Due to

the increased area of the combined sub areas (compared to a single sub area), the smoothing factor

was set to 50, a compromise between the factors determined for the entire domain and the first

sub area in the previous section. The travel time analysis from the previous section was repeated

for the combined sub areas. The estimates for travel times are compared to the results from the

USGS model of Section 2.4.2 and the results are summarized by calculating the ±20 year travel

time statistic from Table 2.3. The summarized results (both as a probability density function and a
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Figure 2.21: The number of points falling within a window of ±20 years of the values estimated from the
model by Davis et al. (1996). The left plot shows the data as a PDF while the right plot shows
it as a CDF

cumulative density) are shown in Fig. 2.21. The plot shows that the model yields an acceptable

performance by estimating the travel time to within ±20 years of the Davis et al. (1996) 75% of

the time, with a mean difference of 13 years. Additionally, the results from Fig. 2.21 can be used

to estimate the probability that any given point will fall within ±20 years of the “true” value (the

value from Davis et al. (1996) in this case). To facilitate this estimate, the CDF and PDF were

fitted using a kernel smoothing density estimate, shown as the “Fit” line in the plots.

A final analysis that can be used to measure the effectiveness of the model is a plot showing

how well the model travel time estimates correlate with the travel times calculated from the USGS

model. Such a plot is shown in Fig. 2.22 for the sub area; the dashed line represents the 1:1 line.

Each data point represents the travel time from an individual source. From the figure, it can be

seen that for low travel times, the correlation is excellent, indicating that the simplified model

predicts the groundwater travel time quite well compared to the more sophisticated MODFLOW

model. As time increases, the points become more scattered. The points with a higher travel time

correspond to sources that are farther away from the water body. This indicates that longer flow

paths have a longer travel time as expected. More importantly, it reveals that as the travel distance

increases, the simplified model results become less and less reliable compared to the USGS model.

The reason behind this is the accumulation of error along the flow path. This error does not arise

from numerical issues, rather it comes from the approximations made by the flow model (mainly
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Figure 2.22: The correlation of travel time estimates between the model estimated times and the times
from the USGS model of Davis et al. (1996).

from the approximation that the water table is a subdued replica of the topography). From the

figure, it can also be seen that the points begin to scatter significantly at approximately 30 years,

which corresponds to a distance of approximately 500 m. It can therefore be said that for this site,

travel time estimates from this model can be considered acceptable up to a distance of approximately

500 m.

As a final note, from Tables 2.2 and 2.3 (2nd column) it may initially appear that the model

provides a better estimate for the travel time rather than the travel distance because a greater

percentage of data that falls within the specified range of 20 for both the entire NAS and the sub

area. This is not the case however because even though it is true that the percentage is greater for

the travel time compared to the travel distance, the ranges themselves are not comparable. That

is, for the travel time estimate, the range represents +/- 20 years and the value represents the

amount of data points that are +/- 20 years from the USGS model while for the travel distance

estimate, the value represents the percentage of points within +/- 20 meters from the USGS model.

By examining the correlation values however, it is clear that the model provides a better estimate

of the travel distance rather than the travel time.
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CHAPTER 3

TRANSPORT MODULE

In this chapter, the development and implementation of the transport module is discussed in detail.

First, introductory material is presented giving a discussion of the motivation behind using the

Domenico analytical solution to solve the advection-dispersion equation as well as a review of the

solution itself. Subsequently, the implementation of the transport model within ArcGIS will be

discussed, followed by an analysis of model performance using a combination of synthetic test cases

and real world data.

3.1 Background

Modeling the fate and transport of contaminants normally involves the solution of the governing

equation of contaminant transport, the advection-dispersion equation:

∂
(
θCk

)
∂t

=
∂

∂xi

(
θDij

∂Ck

∂xj

)
− ∂

∂xi

(
θviC

k
)
+ qsC

k
s +

∑
Rn (3.1)

where θ [-] is the medium’s porosity, Ck [ML−3] is the dissolved concentration of species k, t is time,

xij [L] is the distance along the respective Cartesian coordinate, Dij [L2T−1] is the hydrodynamic

dispersion tensor, vi [LT
−1] is the seepage velocity, qs [T−1] is the flow rate per unit volume of

sources and sinks, Ck
s [ML−1] is the concentration of the source or sink for species k, and

∑
Rn is the

chemical reaction term (Zheng and Wang, 1999). Depending on the types of chemical interactions

considered, the chemical reaction term can take several forms.

Several methods have been developed to solve Eq. (3.1) including analytical, semi-analytical,

and numerical methods. In the context of numerical modeling, several different methods have been
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developed for different circumstances although no single method can solve Eq. (3.4) adequately

(Zheng and Wang, 1999). These methods can be divided into Eulerian, Lagrangian and Eulerian-

Lagrangian schemes. Eulerian methods can be thought of as characterizing the movement of

contaminant by observing a point at a fixed location in the domain and by measuring individual

contaminant particles as they pass. Lagrangian schemes can be thought of characterizing the

movement by following the individual particles as they move through the domain. Eulerian schemes

include traditional explicit and implicit finite-difference schemes, finite element schemes, and finite

volume methods. Lagrangian methods are composed of particle tracking and random walk methods.

Examples of mixed Eulerian-Lagrangian methods include the method of characteristics (MOC) and

hybrid method of characteristics (HMOC). In these methods, the advection term of Eq. (3.1) is

solved via particle tracking while the dispersion and reaction terms are solved via Eulerian methods.

When a full numerical solution is not feasible and/or required, as is the case for the GIS-based

model presented in this work, an analytical solution to Eq. (3.1) is highly desirable because it allows

for the relatively straightforward calculation of a solution. Unfortunately, because Eq. (3.1) is

complex, simplifications are needed so as to make it solvable via analytic means. These simplifications

can be made in various ways, including assuming advection along only one coordinate and assuming

simplified boundary and initial conditions. Without reducing the complexity of the equation, the

problem is simply not tractable. Unfortunately, because deriving an analytical solution requires

the specification of initial and boundary conditions, the resulting solution is only applicable to

systems satisfying those conditions. In the literature, many analytical and semi-analytical solutions

to Eq. (3.1) have been derived under various assumptions and boundary conditions. As mentioned

previously, the Domenico solution is the analytical solution used in this model. The Domenico

solution is discussed in Section 3.1.1 and a brief review of other analytical solutions is given in

Section 3.1.3.

3.1.1 The Domenico Solution

The Domenico solution with decay (Domenico, 1987) considers a simplified form of Eq. (3.1)

∂C

∂t
= Dx

∂2C

∂x2
+Dy

∂2C

∂y2
+Dz

∂2C

∂z2
− v

∂C

∂x
− kC (3.2)
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Figure 3.1: The geometry of the Domenico solution source plane.

where C is the contaminant concentration [M/L3], Dx, Dy and Dz are the homogeneous dispersion

coefficients in x, y and z respectively [L2T−1] v is the constant seepage velocity in the x direction

[L] and k is the first order decay constant [T−1]. The boundary and initial conditions are

C(x, y, z, 0) = 0 ∀ 0 < x < ∞, −∞ < y < ∞, −∞ < z < ∞

C(0, y, z, t) = C0 − Y

2
< y <

Y

2
,

Z

2
< z <

Z

2
∀ t > 0

lim
x→+∞

∂C(x, y, z, t)

∂x
= 0

lim
y→±∞

∂C(x, y, z, t)

∂y
= 0

lim
z→±∞

∂C(x, y, z, t)

∂z
= 0

(3.3)

These conditions essentially correspond to considering a single plume, having a source plane centered

at (0, 0, 0), with dimensions Y and Z and a constant concentration C0 while only considering

groundwater flow in the x direction but dispersion in all three directions (Fig. 3.1). Additional

constraints assume that the system evolves only in the positive half of the x coordinate space and

that the system is initially free of contaminant.

The general form of the Domenico solution used in this model is the three-dimensional transient

solution of Martin-Hayden and Robbins (1997), which is based on the work by Domenico and

Robbins (1985) and Domenico (1987),

C(x, y, z, t) =
C0

8
F1(x, t)F2(y, x)F3(z, x) (3.4)
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with

F1 = exp
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F2 = erf

(
y + Y/2

2
√
αyx

)
− erf

(
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√
αyx

)
(3.5b)

F3 = erf

(
z + Z/2

2
√
αzx

)
− erf

(
z − Z/2

2
√
αzx

)
(3.5c)

where αx, αy and αz are the longitudinal, horizontal transverse and vertical transverse dispersivities

[L], k is the first order decay coefficient [T−1], v is the groundwater seepage velocity in the longitudinal

direction [LT−1], Y and Z are the width and height of the source plane respectively [L] and t is

time [T ].

The actual form of the Domenico solution used in this model is the steady-state, two-dimensional

version of Eq. (3.4) as follows

C(x, y) =
C0

2
F1(x)F2(y, x) (3.6)

where

F1 = exp

[
x

2αx

(
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4kαx

v

)]
(3.7a)

F2 = erf

(
y + Y/2

2
√
αyx

)
− erf

(
y − Y/2

2
√
αyx

)
(3.7b)

Eq. (3.6) (along with Eq. (3.7)) is obtained by ignoring vertical dispersion in Eq. (3.4) by setting the

transverse vertical dispersivity, αz, in Eq. (3.5c) equal to zero (alternatively, the same result can be

obtained by ignoring the z terms when deriving the Domenico solution using Eq. (3.8) and Eq. (3.9)).

The error function tends to ±1 as the argument tends to ±infinity. Therefore, Eq. (3.5c) becomes 2

when −Z/2 < z < Z/2, and becomes zero otherwise. This makes the solution two-dimensional. To

impose a steady-state condition, t is taken to infinity. The complementary error function is defined

as erfc(z) = 1− erf(z) therefore as the argument tends to infinity, erfc(z) tends to zero and as it

tends to negative infinity, it tends to 2. Using these properties, as t goes to infinity, the terms after
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the addition sign in Eq. (3.5a) become zero and the first erfc term becomes 2. The other terms do

not depend on t and therefore remain unchanged.

Origins. The original analytical solution, assuming an isolated plume originating from a

constant concentration plane presented by Domenico and Robbins (1985), was derived based on a

superposition of 1D analytical solutions of a continuous source which were derived by Crank (1975).

The 1D solution for advection and dispersion given by Crank (1975) is

C(x, t) =
C0

2
erfc

(
x− vt

2
√
Dxt

)
(3.8)

Note that Eq. (3.8) is a truncated version of the original solution for 1D transport with advection

and dispersion derived by Ogata and Banks (1961). The solution given by Crank (1975) for 1D

transverse spreading in the y and z directions is

C(y, t) =
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2
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2
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) (3.9)

Domenico and Robbins (1985) then used a superposition argument to multiply Eq. (3.8) and the

individual 1D spreading terms from Eq. (3.9) to get the final solution (Eq. (3.10)), however the

superposition step was not justified.
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Domenico (1987) later extended Eq. (3.10) to include first order decay by incorporating the 1D

solution for the infinite pulse source with decay given by Bear (1979) (the same solution is also

given in Bear (1972)) by replacing the first erfc term in Eq. (3.10) with

exp

[
x

2αx

(
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√
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4kαx

v

)]
× erfc

x− vt
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αxvt

 (3.11)
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Later, Martin-Hayden and Robbins (1997) replaced the erfc term in Eq. (3.10) with the full Ogata

and Banks (1961) term with decay given by Bear (1972) (as well as Bear (1979)) shown in Eq. (3.12),

thereby giving the solution as presented in Eq. (3.5a).
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Empirical Nature. The Domenico solution is empirical in nature due to the unjustified

superposition of the 1D solutions provided by Crank (1975) and as such, it is only an approximate

solution to Eq. (3.2). Several problems with the Domenico solution have been identified by several

authors and an overview of the major issues is now presented.

Note that in Eq. (3.10), the time t in the transverse spreading terms (Eq. (3.9)) has been

substituted by x/v. Domenico and Robbins (1985) justify this by saying that is is common in other

transverse spreading models as well as it serves to keep the source dimensions constant the same as

time increases. This substitution is still a subject of debate (Srinivasan et al., 2007; West et al.,

2007) however it allows for the derivation of the Domenico solution from the Wexler (1992) solution

as shown in Srinivasan et al. (2007). Regarding mass balance, West et al. (2007) (as well as in a

subsequent reply by Ungs et al. (2009) to a comment by Prakash (2009)) state that because the

Domenico solution is not a solution to Eq. (3.2) (as can be verified by substitution), it does not

conserve mass. Finally, West et al. (2007) noted that the superposition of the 1D solutions given

by Crank (1975) in Eq. (3.8) and Eq. (3.9) to get Eq. (3.10) would result in the concentration C3
0

instead of C0. According to West et al. (2007), Domenico and Schwartz (1998) sidestepped this

issue by treating C as the relative concentration, C/C0, and is equal to the product of the relative

1D solutions (Eqs. (3.8) and (3.9)). Batu (2008) provides further insight and discussion regarding

the analysis carried out by West et al. (2007) and Srinivasan et al. (2007).

These problems and inconsistencies with the Domenico solution serve to cement the fact that

the Domenico solution can only be considered an approximate solution to Eq. (3.2), as recognized

in the literature. Despite its flaws, the Domenico solution still proves popular in simplified models
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as discussed in Section 3.1.2.

3.1.2 Domenico Solution in Other Transport Models

The Domenico solution is a popular analytical solution and is used in many other simplified

transport models. The U.S. Environmental Protection Agency (EPA) has developed the models

BIOSCREEN, BIOCHLOR, FOOTPRINT and RemCHLOR which all make use of the Domenico

solution (these models are available from the EPA’s web site, along with a discussion on the limitations

of the Domenico solution at http://www.epa.gov/ada/csmos/domenico.html). Additionally, it is

used by simple models developed by the Pennsylvania Department of Environmental Protection such

as the spreadsheet-based tools Quick Domenico.xls and SWLOAD.xls (Pennsylvania Department of

Environmental Protection, 2002).

A model that warrants a closer look, due to the types of contaminants being simulated is

BIOSCREEN (Newell et al., 1996). BIOSCREEN is a spreadsheet-based tool that models the

transport and fate of hydrocarbons in groundwater. The attenuation of hydrocarbons and nitrates

in groundwater are closely related via the process of biological degradation, or biodegradation. In

groundwater, both hydrocarbons and nitrates are subject to biodegradation due to bacteria living in

the soil that make use of these substances to extract energy. In the case of a hydrocarbon contaminant

plume, hydrocarbons act as elctron donors in the biodegradation reaction while dissolved oxygen

acts as the electron acceptor (in aerobic, i.e. oxygen present, conditions). In absence of oxygen

however, bacteria will use nitrate (among other substances) as the electron acceptor. The link

between BIOSCREEN and our model is as follows: BIOSCREEN is concerned with the attenuation

of hydrocarbons via biodegradation reactions with background substances that include nitrate,

while our model is concerned with the reverse, namely the attenuation of nitrate plumes due to

the presence of dissolved organic carbon. This means that the concepts developed and applied

by BIOSCREEN should be applicable to modeling nitrate as well. One such concept utilized by

BIOSCREEN is the concept of biodegradation capacity and the consideration of contaminant decay

as an “instantaneous reaction”. Since our model simulates the process of denitrification as a first

order decay process and not an instantaneous reaction, these concepts are not implemented in the

current version of our model. Because the concepts of biodegradation capacity and instantaneous
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reaction may be important for the future improvement of our model, they are discussed in further

detail in Section 4.5.

3.1.3 Other Analytical Solutions

A brief overview of solutions, including ones relevant to the development of the Domenico

solution will now be discussed. The majority of solutions assume that groundwater flow is steady

and uniform. Additionally, the majority assume that aquifer properties, such as conductivity and

porosity, are homogeneous and isotropic. Finally, the majority assume that mass is introduced

to the system via a constant concentration boundary or via an instantaneous injection. Unless

otherwise specified, these conditions apply to all the models presented below.

Bear (1972) provided derivations of one- and two-dimensional analytical solutions under various

source and initial conditions. A solution of note presented by Bear (1972) is the solution for one-

dimensional dispersive flow derived by Ogata and Banks (1961) which forms the basis to the original

Domenico and Robbins (1985) solution. Leij et al. (1991) gave a general three-dimensional solution

incorporating zeroth order mass production and first order decay for both Dirichlet and Cauchy

type boundary conditions. From the general solution, Leij et al. (1991) derived various solutions

for different source geometries. Wexler (1992) presented a solution which, given the substitution

of t = x/v described previously, Srinivasan et al. (2007) used to derive the Martin-Hayden and

Robbins (1997) solution. Batu (1995) extended the source boundary plane to be composed of

smaller rectangular planes, each having a different initial concentration and dimensions, compared

to the single source plane of a given concentration in Leij et al. (1991) and Wexler (1992). More

recently, Park and Zhan (2001) derived an analytical solution for a finite source for a vertically finite

domain. Notably, unlike all previously presented solutions that considered the source as a boundary

condition, Park and Zhan (2001) considered the source as a source term in the differential equation.

Incidentally, Park and Zhan (2001) provide a useful list of references regarding the development of

analytical solutions up to that point. Karanovic et al. (2007) provided an exact analytical solution

that is similar in the source conditions as the Domenico solution that incorporates an arbitrarily

varying source concentration. This analytical solution was then used to replace the Domenico

solution in BIOSCREEN, giving the software BIOSCREEN-AT presented in Karanovic et al. (2007).
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Heatwole and McCray (2006) provided a solution for a horizontal (i.e. parallel to the ground) plane

source which they specifically apply to nitrate plumes from OWTS. While most analytical solutions

assume a flow velocity that is steady and aquifer properties that are homogeneous, there have

been attempts at removing these assumptions. Kumar and Kumar (1997) for example developed a

solution that takes into account an aquifer with a non-homogeneous permeability and a time-varying

flow velocity. The solution presented by Kumar and Kumar (1997) is of limited practical use however

since it is a one-dimensional solution and the inhomogeneities can only take certain functional forms.

For example, the time-varying flow velocity was considered to be sinusoidal, in order to mimic the

effect of seasons.

The solutions given by Leij et al. (1991), Wexler (1992), Batu (1995), Park and Zhan (2001),

Heatwole and McCray (2006), and Karanovic et al. (2007) are exact analytical solutions to Eq. (3.1)

for different conditions and appear to be superior candidates for use in the simplified model presented

here. However they lack a distinct feature of the Domenico solution that they are not of closed

form. The solutions mentioned require numerical integration or an infinite sum, or both depending

on the specific solution geometry, meaning that they introduce some truncation error depending

on the integration scheme used. Although the truncation error can be reduced, it would result in

an increased computational cost. Note that even though the Domenico solution contains terms

that depend on the error function, which itself is defined as an integral that cannot be evaluated

in closed form, lookup tables and polynomial approximations (such as the one given in Appendix

B6 of Press et al. (1996)) exist that give values with sufficient accuracy. The practical implication

of the availability of these approximations is that values of the error function can be calculated in

advance, resulting in a “closed” form solution.

Because these alternate solutions were more rigorously derived compared to the Domenico solution,

West et al. (2007) recommends the use of these other solutions, however that recommendation

ignores the fact that virtually all alternate solutions (including the ones presented above) require

some sort of numerical integration and/or infinite sum, thereby degrading execution speed. In our

model execution speed is an important component because under a normal application scenario,

potentially hundreds of plumes will need to be computed.
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3.1.4 Dispersivity Considerations

The scale-dependent nature of the dispersivity parameter has been widely recognized (Freeze

and Cherry, 1979). In order to account for this dependency, several authors have attempted to

relate the field scale with the dispersivity via regression of measured values (Pickens and Grisak,

1981; Arya, 1986; Neuman, 1990; Gelhar et al., 1992; Xu and Eckstein, 1995). Some authors and

models have attempted to incorporate some of these regression formulas into the Domenico solution.

For example, in the analysis by West et al. (2007), the formula provided by Pickens and Grisak

(1981) and the one provided by Xu and Eckstein (1995) were used to improve the agreement of the

Domenico solution to the solution provided by Wexler (1992). Jackson et al. (2004) also used the Xu

and Eckstein (1995) regression with the Domenico solution. The EPA models BIOSCREEN (Newell

et al., 1996) and BIOCHLOR (Aziz et al., 2000) both have the option to use the Xu and Eckstein

(1995) formula to calculate dispersivity. In BIOCHLOR and in the investigations by Jackson et al.

(2004) and West et al. (2007), the dispersivity was considered to be a function of the distance along

the plume. The consideration of dispersivity in this way meant that the dispersivity changed along

the length of the plume, i.e. it was a function of x. This violates the assumption made by the

PDE on which the Domenico solution is based one (Eq. (3.2)) which assumes the dispersivity is

homogeneous. For comparison, the unsimplified governing equation (Eq. (3.1)) does not make this

assumption. As a result, using a variable dispersivity in this way (i.e., in conjunction with the

Domenico solution) may not be well justified. This may well be the reason that in a subsequent

revision of BIOCHLOR, the use of the Xu and Eckstein (1995) formula in this way was discontinued.

The reason for moving away from a variable dispersivity was not explicitly stated in the BIOCHLOR

manual and the only explanation provided was that the model switched to basing the dispersivity

on the estimated plume length so that dispersivity remained constant throughout the entire plume.

3.2 Conceptual Model

In applying the Domenico solution to the problem solved by this model, the system can be

conceptualized as shown in Fig. 3.2. As shown in the figure, contaminants exit the OWTS drainfield,

percolate through the unsaturated zone (bounded by the rectangular box indicated by the dotted
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Figure 3.2: Conceptualization of the application of the Domenico solution in the model. Adapted from Aziz
et al. (2000)

lines), and enter the saturated zone (bounded by the box indicated by the solid lines) which has a

uniform and steady flow in the direction indicated. Once the nitrate reaches the saturated zone,

the evolution of the contaminant plume is approximated using the Domenico solution with the

first order decay term, which models the effect of denitrification on the concentration distribution.

As mentioned in Section 1.4.1, the transport model has been simplified to a two-dimensional,

steady-state form. In Fig. 3.2, the 2D grid below the plume represents the cells in which the

Domenico solution is evaluated. The simplification to 2D improves the efficiency of the software

resulting in a large increase in execution speed and decrease in memory requirements. For a test

hemisphere evaluated in 3D with a cubic mesh of size ∆ℓ, evaluating in two dimensions only, the

savings in computational time and memory can be significant since in 3D, the running time and

memory consumption both scale as O(∆ℓ−3) as shown in Fig. 3.3. As shown Fig. 3.2, the Domenico

source plane is assumed to be at a location where the plume can essentially be considered 2D.

Note that this arrangement actually corresponds to a pseudo-three dimensional, or 2.5D plume

because although the plume is calculated in two dimensions, it also has a depth, obtained by simply

extending the plume downwards by a depth Z for the area labeled “Modeling Area” in Fig. 3.2. Z

corresponds to the estimated depth that the plume travels in and is necessary to be able to calculate

68



(a) (b)

Figure 3.3: For a 3D test hemisphere, both the running time and memory requirements scale as O(∆ℓ−3),
where ℓ is the length of the side of the evaluation cell. This shows the benefits of evaluating the
Domenico solution in 2D

the mass contained in the plume (see Chapter 4). This reduction of the 3D plume to 2D is also

used by BIOCHLOR (Aziz et al., 2000) to calculate plume mass. With this pseudo-3D plume, the

Y −Z plane can still be thought of as the constant concentration plane of the 3D Domenico solution

however the plume concentration at any point in the domain becomes invariant in the z direction.

This 2.5D approximation is considered to be valid when the vertical dispersivity of the aquifer is

small or the seepage velocity is relatively high. Under most circumstances, the vertical dispersivity

can be considered small since it is normally two orders of magnitude smaller than the longitudinal

dispersivity and an order of magnitude smaller than the horizontal transverse dispersivity (Gelhar

et al., 1992). Additionally, very low vertical dispersivities have been observed in field measurements

(Gelhar et al., 1992). For the application of the model to OWTS nitrate loads, the OWTS will likely

be relatively close to the water body, yielding a shallow plume. For comparison purposes, Fig. 3.4

shows a vertical x− z view of a fully 3D Domenico plume where the vertical dispersivity has been

set to a value two orders of magnitude lower than the longitudinal dispersivity. The figure shows a

consequence of considering only a 2.5D plume versus a 3D plume since the plume depth. The 3D

case is able to more accurately consider denitrification occurring only in the upper portion of the

plume, where organic carbon is actually available. The reduced accuracy of the 2.5D approximation

in considering denitrification remains a limitation of the model. In Fig. 3.4, the location of the
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Figure 3.4: An x− z view of the full Domenico solution with a realistic vertical dispersivity. The 0.01 mg/l
isosurface is shown.

water table (at z = 0) is taken into account by changing the Z/2 terms in Eq. (3.5c) to Z, as

described in Domenico and Robbins (1985). In addition to assuming a 2.5D plume, the steady-state

simplification is required so that the mass balance method of Chapter 4 may be used to calculate

the nitrate load. Without the steady state simplification, a flux-based approach would be needed,

such as the one employed in the simplified model developed by Andres (1992), which requires a

longer computation time.

Eq. (3.6) shows that the flow velocity is treated as a constant for the entire plume. Recalling the

simplified groundwater flow model from Chapter 2, the groundwater flow velocity is not considered

as a constant in the domain. In fact, it varies spatially following the hydraulic gradient and its value

is calculated via Darcy’s Law. It is apparent that with the simplified transport model using the

Domenico solution, it does not fully consider heterogeneity of the flow field. However, despite the

fact that the velocity for a single plume is fixed, it is possible to consider a different velocity for each

plume. This is accomplished by taking the average velocity of the flow path corresponding to each

source and using that value in the Domenico solution. This enables the partial consideration of

heterogeneity in the flow velocity magnitude. The specifics of this averaging procedure are discussed

in Section 3.3.2. Recall that the flow velocity is a vector. The velocity averaging routine only

handles the heterogeneity in the flow magnitude, not the flow direction. The handling of different

flow directions is important because the Domenico solution assumes flow is only in the x-direction in

the entire domain. In the real world, the flow may be in any direction as determined by the hydraulic

gradient. Like the heterogeneity in the flow direction, it is impossible for the Domenico solution, as

70



Figure 3.5: An x − y (i.e. bird’s eye view) cross section of a generic steady-state Domenico plume with
decay. The source plane corresponds to the left-most vertical edge of the plume

given in Eq. (3.6), to directly consider a varying flow direction. Like the flow magnitude however, it

is possible to approximate the effect of varying flow direction. In this model the heterogeneity in

flow direction is incorporated via warping algorithms. Unlike the method for dealing with velocity

magnitude heterogeneity, the warping method can more thoroughly (though not completely) deal

with heterogeneity in the flow direction of a single plume as is seen in the following discussion.

The idea behind the warping of plumes to deal with heterogeneity in the groundwater flow

direction is illustrated in Fig. 3.5, which shows a generic (i.e. the parameters used are not important

for this illustration) steady-state Domenico plume with decay. The plume shown in the figure shows

that flow is indeed in the +x direction only. If the actual flow direction is also in this direction,

then warping is unnecessary. Likely however, the flow direction will not be in the +x direction.

Even more, it is highly probable that the flow path will not be straight, but an arbitrary shape

as determined by the hydraulic gradient. For the sake of illustration, assume that the flow path

is a simple arc, whose starting point corresponds to the location of the source and extends in the

north-east direction. Then, the objective of the warping algorithm should be to transform the

straight plume from Fig. 3.5 to the form shown in Fig. 3.6. This method of dealing with curved

flow paths does not completely handle heterogeneity in the flow field as alluded to previously. In

Fig. 3.6, it has been implicitly assumed that the flow direction has the same shape along the length

of the plume. In other words, the flow direction at a points away from the plume’s centerline is

assumed to be the same as the flow direction at the centerline, which may not be the case. This is a

limitation of this warping method of dealing with heterogeneity. The transformation from Fig. 3.5

to Fig. 3.6 can be obtained via a variety of geometric transforms. The model uses a combination of
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Figure 3.6: The desired transformation of Fig. 3.5 so as to take into account a curved flow path.

Figure 3.7: Illustration of the consideration of the overlap of two Domenico plumes.

1st order (affine) and 2nd order polynomial transforms as well as thin-plate spline warps. These are

described in further detail in Section 3.3.2.

One of the distinct characteristics of this model compared to other simplified models is the ability

to consider multiple contaminant sources. For example, if there is a neighborhood with multiple

septic tanks, the model is able to handle them by merging the individual plumes into a single

plume. Source locations are specified through an input GIS layer containing points representing

the source locations. An example of this combination of plumes is shown in Fig. 3.7. Because

denitrification is modeled as a first order decay process (as is common in the literature (McCray et al.,

2005)), the amount of mass removed from a given volume of solute depends on the concentration of

solute. Therefore, it is important to consider the influence of all plumes combined when calculating

denitrification. Again, the limitations of the Domenico solution come into play in that the Domenico

solution can only consider the evolution of a single plume in isolation. The influences on the plume

evolution due to the presence of concentration gradients from other plumes cannot be considered
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directly. This may introduce some error when considering multiple plumes. Some authors (e.g.,

Ibaraki, 2001; Jackson et al., 2004) invoked the superposition principle to combine multiple plumes

calculated via the Domenico solution. The superposition principle states that for a linear differential

equation (Eq. (3.2) is linear), the linear combination of two separate solutions will also be a solution.

Applying this principle to the Domenico solution is not, strictly speaking, correct. The reason

being that as stated in Section 3.1.1, the Domenico solution is only an approximate solution to the

governing equation. Because the Domenico solution does not consider the effect of other plumes, the

concentration calculated by the Domenico solution may be slightly higher than it would be in the

presence of another plume (due to the effect of higher concentration gradients in the overlap zone).

Due to the lack of alternatives, our model also handles the superposition of plumes by taking the

sum of each plume in the overlap area. Because the mass removed due to denitrification depends

on the concentration, this method may result in errors in mass balance. An alternative method of

considering overlap is to take the maximum of the overlapping concentration values. The effects of

considering plume overlap using the maximum or summation on the concentration distribution are

discussed further in Section 3.4.3.

As a summary of the transport conceptual model, the model considers the evolution of the nitrate

contaminant plume by using the Domenico analytical solution to the ADE (Eq. (3.2)) where the

input of nitrate contaminant is from a vertical plane source. The plume is assumed to be 2.5D (i.e.,

quasi-3D, see Fig. 3.2). Denitrification is modeled using a first order decay process. Heterogeneity

in the flow field can be partially taken into account by averaging the velocity along individual flow

paths and warping of the plume. The effect of multiple overlapping plumes is taken into account by

taking the superposition of all plumes in a given cell. Fig. 3.8 shows how the model handles the

combined effects of all of the previously discussed conditions. In the figure, the squares represent

septic tank locations in an area located in the Lakeshore neighborhood near the banks of the Cedar

and Ortega rivers. Although flow lines are not shown for clarity, groundwater flows from each septic

tank to the river, with a varying length and path taken.
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Figure 3.8: Illustration of the combined effects of heterogeneity in the flow field and the effect of multiple
overlapping plumes. The effect of heterogeneity in the flow velocity magnitude can be seen by
the differing plume lengths, especially the ones near the top. Heterogeneity in the flow velocity
direction can be seen by the curved shape of some plumes (e.g. ones in the upper left))

3.3 Algorithm and Implementation

The desired output of the transport model is a raster containing the combined nitrate concentra-

tion plumes of all sources in the input shapefile (Fig. 3.8 as an example). This is achieved by using

the conceptual model described in Section 3.2. The user interface to the transport model is shown

in Fig. 3.9. Because the transport module has a larger number of parameters than would otherwise

comfortably fit on the main panel, a secondary panel (Fig. 3.9(b)), accessible to the user by clicking

“more” on the main interface, was added.

3.3.1 Input and Output

The inputs to the model (using the nomenclature from Fig. 3.9) are:

1. Source Locations This parameter is used to specify the layer containing point features that

represent the locations of the nitrate sources. Additionally, each point must have an associated

numeric attribute named N0_Conc. The N0_Conc parameter specifies the initial concentration
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(a) Main UI (b) Additinal options

Figure 3.9: Screenshot of the transport model UI

of the Domenico source plane (C0 in Eq. (3.6)). By incorporating the input of C0 in the source

locations, it allows for the specification of a C0 that varies with spatial location.

2. Water bodies Specifies the polygon feature class that contains the locations of water bodies.

This information is used for the post-processing algorithm described later.

3. Particle Paths This is a polyline feature class that specifies the flow path from each source

to a water body. This input corresponds to the output of the flow module. Note that every

value of PathID present in the input Particle Paths feature class must have a corresponding

FID in the Source Locations input feature class.

Model options and parameters are:

1. Use Water Bodies Takes the presence of water bodies into account. If this is unchecked,

plumes will extend until the concentration falls below the threshold value. This is for

educational or troubleshooting purposes and should normally be left checked.

2. Solution Type The form of the Domenico solution to use. Currently, the Domenico solution

is limited to two forms: Eq. (3.6) and a version where the decay rate, k, has been set to zero.

3. Source Dim. The source dimensions specify the values of Y and Z for the source plane

illustrated in Fig. 3.2.

4. Plume Cell Size The size of the grid over which the Domenico solution is evaluated. Generally

speaking, the finer the grid size, the more accurate the results are, at the expense of a decrease

in execution speed and increase in memory consumption.

5. Dispersivities The dispersivities for the entire domain are assumed constant. This parameter

sets the longitudinal and transverse dispersivities used by the Domenico solution.
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6. Decay Constant The value of the first order decay constant, k.

7. Warping Control Point Spacing This value sets the spacing of the control points used for

transforming the plumes via warping.

8. Warping Method The method to use for the warp (affine (1st order), 2nd order, or spline).

9. Use Approximate Warp Uses an approximate transformation by relaxing tolerances. Re-

sults in increased execution speed with only slightly less accurate warps

10. Threshold Conc. The threshold concentration below which the Domenico solution will not

be calculated. All concentration values below this value will be implicitly considered zero.

This value essentially defines the plume boundary, needed for calculating denitrification mass.

Small values should be used to improve mass balance.

11. Post-Processing This option sets whether to use a quick, medium or slow processing

algorithm to ensure that the boundary of plumes that enter a water body are accurately

calculated. Details of this parameter are given later.

3.3.2 Process

Fig. 3.10 shows the algorithm for generating the output of the transport module. In the same

manner of describing the algorithm for the flow model, programmatic details are omitted. The

algorithms for the sub-processes are described as they appear in the sequence of the main algorithm.

At the beginning of the main algorithm (Fig. 3.10(a)), the shapefile specifying the locations

of the sources (given as point features) is loaded. The features must contain a numeric attribute

named N0_conc containing the value of C0. The units of C0 determine the units of the output

plume concentration raster. It is up to the user to ensure units remain consistent throughout.

First, a single source is read. The first task is to calculate the average velocity along the flow path

corresponding to this source. The average velocity, v̄, is calculated by taking the harmonic mean

of the velocity corresponding to each segment (recall the segmented nature of the flow path as

described in Section 2.3.3)

v̄ =
(n− 1) + wn(
n−1∑
i=1

1
vi

)
+ wn

vn

(3.13)

where vi is the (constant) velocity of segment i of the flow path and n is the total number of

segments in the path. The harmonic mean is used instead of the arithmetic mean so that the total
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(a) Main algorithm

(b) Convert plume to an in-memory raster (c) Plume post-processing

Figure 3.10: Logic flow for the transport model
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travel time for a given travel distance along the path remains the same, when calculated using

the mean velocity and when using the sum of the travel times of the individual segments. In the

steady-state case, the calculation of this average velocity is straightforward because the advection

front of the plume (the location of the x = v̄t front) is at infinity therefore the weight given to the

final segment of the flow path, wn in Eq. (3.13), is equal to one. However, in the transient state

case, it is more complicated because the advection front may be at a location along the flow path

that is shorter than the path itself. In the transient case, the weight corresponds to the location of

the advection front, expressed as the ratio of the location of the advection front along the final flow

segment, to the length of the final segment itself, thereby giving a wn between 0 and 1. Although

the model is only for steady-state cases, the transport code is capable of handling transient state

cases as well, and this functionality is used in the analysis contained in Section 3.4.

After v̄ is calculated, C0 is read from the N0_conc field located in the point feature class attribute

table. Auxiliary parameters such as the rest of the Domenico parameters, the cell size (∆ℓ) used for

the evaluation of the Domenico solution, the cutoff threshold concentration (Cthresh) below which

the concentration will be assumed zero, and the warping and post-processing settings, were stored

during the initialization of the module.

The evaluation of the Domenico solution is an iterative process. The evaluation begins at the

location of (0, 0) and the routine proceeds to evaluate the positive y half of the plane in increments

of ∆ℓ while keeping x constant. This method of evaluation is analogous to the block-centered

finite-difference approach of numerical models. That is, the evaluation points correspond to the

center of an array of blocks whose centers are separated by ∆ℓ. To speed up evaluation of the

multiple error function terms contained in the Domenico solution, evaluation of the error function

is carried out via a lookup table generated by using the polynomial approximation given in Press

et al. (1996). Once the condition C(x, y) < Cthresh is reached (discussed below), the value of the y

coordinate is reset to zero and x is incremented by ∆ℓ. The process is repeated until the evaluation of

the next value of (x, 0) triggers a stopping condition. The stopping conditions are: C(x, 0) < Cthresh,

or x > flow path length (this corresponds to the ‘None’ post-processing option). The evaluation

routine uses two properties of the Domenico solution in order to speed up computation and reduce

memory requirements. The first property is that of symmetry. Since the plume is always symmetric
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Figure 3.11: Plume of Fig. 3.5 with control points (circles) superimposed.

about the y axis, only half of the plume needs to be evaluated resulting in significant computational

savings. The second property is that of convexity. Because isosurfaces of the Domenico solution

will always be convex, it is guaranteed that the concentration on the plume centerline will always

have traveled the maximum distance. In other words, the “tip” of the plume will always be the

furthest point away from the source. This guarantees that, upon triggering the stopping condition

C(x, 0) < Cthresh, there are no further areas of the plume having C ≥ Cthresh.

Once the plume has been calculated, it is necessary to translate the internal array structure used

for its storage into a raster format suitable for use by ArcGIS. A high level overview of this algorithm

is shown in Fig. 3.10(b). This subroutine performs two functions. The first function calculates the

positions of the control points along the plume used for warping. For this function, a check is first

performed to ensure that given the plume length and user-specified control point spacing, there are

enough control points for warping. For 1st-order transformations, a minimum of three points are

required. For 2nd-order transformations, six points are required and for spline transformations, ten

points are needed. If there are not enough control points, the spacing is automatically reduced so

that the minimum is obtained such that there is a maximum of one control point per raster cell. If

the plume is too short to contain the minimum number of points, an error is generated. After the

appropriate spacing is calculated, the assignment of control points proceeds in the following fashion:

first, a series of points are assigned along the plume centerline at regular intervals according to the

specified control point spacing. Then, control points are assigned to the boundaries of the plume,

again using the control point spacing interval. Using the plume from Fig. 3.5 as an example, the

control points calculated with a spacing of 48 cells are shown in Fig. 3.11. Warping is discussed

in further detail later. While calculating the control points, the plume is copied from the internal
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data structure to an array which will subsequently be copied to an ArcGIS in-memory raster. The

final step of this subroutine is to mirror the plume to generate a full plume. Recall that during the

evaluation of C(x, y), only positive y values were evaluated. After the plume has been evaluated and

the cross-section generated, the parameters used in its calculation as well as some extra information

used by the denitrification module are stored in a separate shapefile. The shapefile contains point

features corresponding to the location of the source of the plume in question and the associated

plume information is stored in the attribute table of the feature class.

The plume raster cross-section is then transformed, via a warping procedure, from the originally

straight flow path, to the actual flow path. The individual warping algorithms used in the model

are described below. The general idea is that given the plume raster and a set of control points and

target points, deform the plume so that the plume centerline conforms to the flow path. Additionally,

the width of the plume (defined as the twice the perpendicular distance from the plume centerline

to the plume boundary at any given point along the centerline) must remain the same after the

deformation. The relationship between pairs of control points in the original plume, (ui, vi), and

target points in the warped plume, (xi, yi) defines a transformation

(xi, yi) = (X(ui, vi), Y (ui, vi)) (3.14)

where X and Y are mapping functions determined by the warping method. The mapping is then

used, in conjunction with interpolation, to transform the values from the original coordinates, (u, v)

to the warped coordinates, (x, y). In the algorithm, the target points are obtained based on the

control points by mapping the centerline points to points along the flow path and constraining the

points along the boundary of the plume so that the plume width is maintained. Fig. 3.12 shows

the target points superimposed on the plume of Fig. 3.6. In fact, the plume shown in Fig. 3.6

was generated by the 2nd order polynomial warp of Fig. 3.5. In the discussion that follows, only a

brief overview of the mathematics behind warping is provided. This is done because the topics of

transformations and interpolation techniques are expansive and have been widely studied and as a

result, there is a large body of literature regarding them. The warping techniques described below

are implemented by a set of ArcGIS libraries, which our modeling tool makes use of.

80



Figure 3.12: Plume of Fig. 3.6 with target points (circles) superimposed.

The transformation that maps cells in the original raster to new locations is given by Eq. (3.14).

For practical purposes, it is usually the inverse transformation that is of interest (Schowengerdt,

2006):

(ui, vi) = (U(xi, yi), V (xi, yi)) (3.15)

To avoid problems with “overlapping cells” and “holes”, the output space is partitioned into a grid

after which each point (x, y) in the output domain is traversed in sequence and mapped back to the

original space (u, v) where interpolation is used to obtain a value for the cell at (x, y) from the value

in the cells surrounding (u, v) (Schowengerdt, 2006). Interpolation in u, v space is necessary because

the transformation from the regularly spaced x, y grid will: a) likely not yield a 1 to 1 mapping of

cells and b), the mapping from the cell center at (x, y) will likely not correspond to the center of

the cell in u, v space. That is, one cell centered at (x, y) in the output space may correspond to

none, one, or many cells in the input space depending on the particular mapping function, with the

additional possibility that the cell center in the output space will likely not correspond to the center

of a cell in the original space.

For polynomial transformations, the mapping functions are of the form (Schowengerdt, 2006)

U(x, y) =

N∑
i=0

N−i∑
j=0

aijx
iyj , V (x, y) =

N∑
i=0

N−i∑
j=0

bijx
iyj (3.16)

where N is the order of the polynomial and aij , bij are coefficients that are to be determined. The
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case of N = 1 corresponds to an affine transform (translation, scaling, rotation and shear)

U(x, y) ≡ u = a00 + a10x+ a01y

V (x, y) ≡ v = b00 + b10x+ b01y
(3.17)

Eq. (3.17) is the general form of the affine transformation where each coordinate, x or y, is back-

transformed to the original coordinate system u or v. Taking u as an example, to solve the three

unknowns (the aij), at least three equations are needed. These equations are obtained from the

control and target points. Each pair of control-target points defines an equation that can be used to

solve for the unknown aij . For example, if there are three control-target point pairs, designate the

known control points (in the unwarped domain) as (u1, v1), (u2, v2) and (u3, v3) while the target

points in the warped domain are (x1, y1), (x2, y2) and (x3, y3). Then, the system of equations can

be written as
u1 = a00 + a10x1 + a01y1

u2 = a00 + a10x2 + a01y2

u3 = a00 + a10x3 + a01y3

(3.18)

or in matrix notation, u1u2
u3

 =

1 x1 y1
1 x2 y2
1 x3 y3

 a00a10
a01


U = L A

(3.19)

therefore,

A = L−1U (3.20)

The system can then be solved exactly, resulting in the mapping function U(x, y). A similar

procedure is carried out for V (x, y). In the general case, the minimum number of control points

required for polynomial transformations is given as (Schowengerdt, 2006):

K =
(N + 1)(N + 2)

2
(3.21)

Generally speaking however, it is advantageous to have more control points than are required in order

to obtain a more accurate transformation over the entire raster (Schowengerdt, 2006). When there

are more control-target points than required, the system is over determined, and the transformation
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parameters that give the smallest squared error in the target point locations can be found by the

least-squares method.

Spline transforms, called thin-plate spline (TPS) warps, are somewhat more complicated. The

idea is still to find transformation functions U(x, y), and V (x, y) from Eq. (3.15). The TPS can be

thought of as the two-dimensional counterpart of the 1D cubic spline except that instead of using

the polynomial basis |x|3, the basis U(r) = r2 log r2 is used where r =
√

x2 + y2 is the distance of

the point (x, y) from the origin (Bookstein, 1989). In 1D, the spline interpolant can be thought of

as a thin, flexible rod that has been constrained at several points, which generate a smooth curve

between the points. In 2D, it is a thin, flexible plate that has been fixed at several points above or

below the z-axis and the plate smoothly interpolates the points by passing a surface of minimum

bending through them. When applying the TPS to image warping instead of surface interpolation,

the displacement in z is instead applied to each of the image coordinates. Two splines are needed

for the deformation in each coordinate, U(x, y), and V (x, y) (Bookstein, 1989) (note the function

U(r) is distinct from U(x, y)). Bookstein (1989) gives the transformation as

u = a1 + axx+ ayy +
n∑

i=1

wiU(∥(xi, yi)− (x, y)∥) (3.22)

where a1, ax, ay and wi are the unknowns and n is the number of control-target point pairs. The

vertical bars indicate the Euclidian norm. The unknown coefficients are determined by writing

Eq. (3.22) in matrix form and solving the system of equations,

L−1


U
0
0
0

 =


W
a1
ax
ay

 (3.23)

where W = (w1 · · ·wn) and U = (u1 · · ·un), giving the mapping U(x, y). A similar calculation can

be carried out for V (x, y). See Bookstein (1989) for the exact form of L. An additional condition

given by Donato and Belongie (2002) is that the points (ui, vi) should not be collinear. Additionally,

from Eq. (3.22), it can be seen that the TPS contains an affine component. When the number

of specified control points is three, the wi terms become zero and the TPS warp reduces to an

affine transform (Bookstein, 1989). As a result, the minimum number of control points required

for a TPS warp is three, however the implementation in ArcGIS requires a minimum of 10 control
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points (ESRI, 2009). An important difference between the TPS warp and the previously discussed

polynomial warps is that TPS optimizes local accuracy while polynomial warps optimize global

accuracy (ESRI, 2009). This gives TPS an advantage over polynomial warps when there are many

control points. When there are many control points that are well distributed, TPS will provide a

more accurate transformation, especially when the amount of bending required is more extreme, the

reason being that TPS warp maps the control points to the target points exactly. Because of this

behavior, TPS is the default transform in the model.

After the plume is warped, the model algorithm continues with “Full” post-processing (if the

user selected it). Note that the algorithm for “Full” and “Medium” post-processing is the same. The

only difference is that when the “Full” post-processing option is selected, processing is applied on

a plume by plume basis while if “Medium” is selected, processing is done at the end after all the

plumes have been combined into a single raster. When there are many plumes, “Medium” results in

a significant increase in speed, however there are special cases where it does not give the expected

result (e.g., Fig. 3.15(a)). In such cases, the user must select “Full” post-processing. The special

cases are described later when “Medium” post-processing is discussed. Recall that the purpose of

post-processing is to ensure that the plumes do not flow into the target water body. Without this

post-processing, the load calculation by the denitrification module would be less accurate because

the plume would potentially be larger than it should be. The algorithm for post-processing is shown

in Fig. 3.10(c) and proceeds as follows. First, the plume raster and the water bodies raster are

clipped and aligned (via resampling) so that the cells in each raster line up. This is important so

that the plumes are correctly clipped. The next step is to use the water bodies raster as a mask

to delete any portions of the plume that fall in the water body. For simple cases where the water

body is large (e.g., a large lake or river), this step is sufficient to correctly process the plume. The

behavior of this simple case is shown in Fig. 3.13 along with the case of no post-processing. Note

that for a single plume, “Medium” and “Full” post-processing are equivalent. Also note that in

Fig. 3.13(a), the upper left corner of the plume does not reach the river while in Fig. 3.13(b) it does.

This is because when post-processing is enabled, the plume is evaluated by the Domenico evaluation

routine to a length 10% longer than the flow path so as to mitigate this issue.
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(a) None (b) Medium/Full

Figure 3.13: Example of a simple case of post-processing on a single plume. The thin blue line represents
the flow path. The light blue polygon is the water body.

For more complicated cases, further consideration is required, for example when the plume is

long enough to flow through a small creek, the portion that is on the other side of the creek must be

eliminated. This is achieved by subsequently grouping contiguous regions of non-zero concentration

values. Then a table is built to identify which regions contain a contaminant source. The regions

that do NOT contain a contaminant source are then deleted. This algorithm works because once

the water bodies are masked out of the plumes raster, if a creek intersects a water body, the portion

that is on the other side of the creek is isolated from the main plume. This portion can then be

identified and deleted. An artificial case of this scenario is illustrated for a single plume in Fig. 3.14.

Again, for a single plume, “Medium” and “Full” post-processing are equivalent. Fig. 3.14(b) shows

the result if the algorithm only considers the simple case described previously. Fig. 3.14(c) shows

the correct result, after the algorithm considers this special case. The result with no post-processing

is shown for comparison (Fig. 3.14(a)). Now, consider a water body geometry like the one shown

in Fig. 3.13 except now, instead of just a single plume, there are many overlapping plumes, both

behind the small creek and in the gap between the creek and the lake as shown in Fig. 3.15. In this

case, selecting the “Medium” post-processing option would produce incorrect results as once the

plumes have been combined into a single raster, it becomes impossible to separate them. Thus it

is impossible to remove just the portion of plumes that cross the small creek. Fig. 3.15(a) shows
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(a) None (b) Incomplete (c) Medium/Full

Figure 3.14: Example of a more complex case of post-processing on a single plume. The thin blue line
represents the flow path. The light blue polygons are water bodies.

(a) Medium (b) Full

Figure 3.15: Example of a more complex case of post-processing with multiple plumes. For clarity, flow
paths are not shown however the direction of flow is the same as in Fig. 3.13 (approx. south
to north).
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the case where “Medium” post-processing was selected. Plumes in the gap between the creek and

the lake cannot be deleted since the plumes were combined into a single raster. Fig. 3.15(b) is

generated using the “Full” post-processing option. Because each plume is operated on individually,

“Full” post-processing produces the expected behavior.

The algorithm now proceeds to save the individual plume to memory. If there are more sources to

calculate, the entire plume calculation algorithm is repeated until all sources in the source locations

shapefile have been processed. Once all plumes have been calculated, they are combined into a

single raster by the ArcGIS mosaic command. As discussed in the conceptual model, in areas where

plumes overlap, the sum of the concentrations is taken. Then, if “Medium” post-processing was

selected, the plumes are processed according to the algorithm described previously. Finally, the

plume raster is saved and output, along with the associated plume information shapefile.

3.4 Analysis of Model Performance

In this section, the behavior and performance of this simplified Domenico-based model will

be analyzed using synthetic test cases. The model is then applied to a real-world test case using

parameter values obtained from literature. The synthetic tests were constructed to evaluate the

effectiveness of specific aspects of the approximations in the model including the treatment of

heterogeneities in groundwater flow and the treatment of overlapping plumes. The comparison is

done against a numerical model constructed with the combination of MODFLOW (Harbaugh et al.,

2000) for the groundwater flow portion and MT3DMS (Zheng and Wang, 1999) for contaminant

transport. In regards to the real-world test case, the model is compared to a limited amount of

measurements conducted at several homes in the Hillcrest neighborhood of Jacksonville, Florida,

located approximately 2.5 km (1.5 mi) to the north-west of the Lakeshore neighborhood studied in

Section 2.4.3.

3.4.1 Ideal Case

Before studying the effects of different aspects of the model, it is important to understand

the performance of the model under ideal conditions (i.e, all of the Domenico conditions from

Section 3.1.1 are satisfied). A steady-state MODFLOW model was constructed, consisting of a
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rectangular domain of width 2000 m and length 2000 m having a single layer of depth 2 m. The

grid size was set to 4 m x 4 m. The boundary conditions of the MODFLOW model were set so that

a flow field would have a constant magnitude and direction, thereby matching the constraints of the

Domenico solution. At x = 8 m, the boundary was set to a constant head value of 10 m and at

x = 2000 m, the boundary was set to a constant head of 5 m. The other boundaries were set to no

flow. The hydraulic conductivity was set to a uniform 2.113 m/day and porosity was set to 0.25.

Using Darcy’s Law, one obtains, via manual calculation, a seepage velocity of 0.02121 m/day. The

value calculated by MODFLOW was 0.02124 m/day with flow exclusively in the easterly direction.

The Domenico plane was simulated in MT3DMS by a series of three constant concentration blocks

located at the (x, y) coordinates (118, 1070), (118, 1066), (118, 1062). The source cells were placed at

this location to eliminate effects from the domain boundary located at x = 8 m. In order to eliminate

mass transfer in the -x direction, the dispersivities for all x < 118 and for y < 1062, y > 1070 when

x = 118 m, were set to zero. Additionally, a second set of constant concentration cells at (114, 1070),

(114, 1066), (114, 1062) were added to prevent dispersive mass leakage from the first set of constant

concentration cells into the zone of zero dispersivity. The presence of a water body was simulated in

MT3DMS by setting the column located at x = 500 m to a constant concentration boundary with a

value of zero. Because a true steady-state solution is not available in the version of MT3DMS of

Zheng and Wang (1999), the MT3DMS plume was simulated for a period of 200 years using the

TVD solver. It was determined, by examining concentration distribution changes from simulations

using shorter simulation times, that the plume after 200 years could be considered to be in the

steady state. The decay rate was set to zero.

Before examining the results of the ideal case, it is informative to state the conclusions of

Srinivasan et al. (2007) and West et al. (2007). Srinivasan et al. (2007) and West et al. (2007) both

examined the error associated with the Domenico solution by comparing it to the exact solution

presented by Wexler (1992). The main conclusion stated by both investigations is that Domenico

plumes will generally underpredict the concentration along the plume centerline, resulting in the

underprediction of the plume extent. Additionally, Srinivasan et al. (2007) stated that Domenico

plumes are always wider than the actual plumes. These results are briefly examined here by

comparing the Domenico solution as used in this model to the numerical solution generated by
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(a) Plume contours

(b) Enlarged area near source

Figure 3.16: Comparison between the Domenico solution with no decay and the numerical MT3DMS
solution for the same case. Underlined labels correspond to Domenico contours

MT3DMS. Fig. 3.16 shows the results of the simulation. Fig. 3.16(b) shows an enlarged version of

Fig. 3.16(a) near the source. It can clearly be seen from the figure that near the plume centerline,

the concentrations are underestimated compared to the MT3DMS result. This seems to support

the conclusions of Srinivasan et al. (2007) and West et al. (2007). Along the plume centerline, the

concentration is underestimated by a maximum of 6.5%. In this case, the conclusion that Domenico

plumes are always wider than the actual plume is not supported by the result, since examining

the position of the outer contour levels in Fig. 3.16(b) (e.g. the 0.01 mg/l contour), it can be seen

that the Domenico plume is in fact narrower than the MT3DMS plume. A case that supports the

conclusion of Srinivasan et al. (2007) is given in Fig. 3.17. The only difference between Fig. 3.16(b)

and Fig. 3.17 is that for Fig. 3.17, the decay constant was not zero but was set to k = 0.008 day−1.
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Figure 3.17: Comparison between the Domenico solution with decay, k = 0.008 day−1 and the MT3DMS
solution.

It can be seen from Fig. 3.17 that for this set of parameters, the Domenico plume is wider than the

numerical solution near the middle of the plume and narrower near the tip and near the source.

This would indicate that in fact Domenico plumes are not always wider than Domenico plumes

as indicated by Srinivasan et al. (2007), but in fact it may or may not be wider, depending on

the chosen parameters, the selected contour level and location along the plume. The assertion

that Domenico plumes under-predict the concentration along the centerline is confirmed again by

Fig. 3.17. For this case, the underestimation ranges from 3% at the source and increases with

distance to over 60%. Srinivasan et al. (2007) presents several more cases with varying values of

velocity and dispersivity, each generating varying widths of Domenico plumes, some wider than the

exact solution near the source, others wider near the advection front.

3.4.2 Effects of Flow Heterogeneity on the Domenico Solution

Now that the behavior of the Domenico solution in the ideal case has been studied, it is possible

to examine the behavior when the Domenico parameters are no longer constant in space, as would be

the case in a real application scenario. The cases presented below only test a variable flow velocity

magnitude or direction. The effects of a variable dispersivity and decay rate are not tested. In the

following sub-sections, effects are examined under controlled conditions by adhering to all Domenico

assumptions except the one being tested.
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Figure 3.18: Velocity profile obtained using MODFLOW for testing the effect of varying velocity on the
Domenico solution.

Varying Flow Velocity. The performance of the Domenico model under a steady flow field

having a spatially non-uniform flow magnitude but a constant flow direction (east), is evaluated.

Specifically, this test examines the behavior of the velocity averaging algorithm, described in

Section 3.3.2, on the shape of the plume. A simple case was devised in which the flow velocity

varied linearly in the direction of flow. In order to obtain a linearly varying velocity magnitude

in the numerical model, a constant amount of recharge was added to the domain. Additionally,

the constant head boundary on the left side of the domain was adjusted from 10 m to 100 m

to compensate for flow in the opposite (westerly) direction due to recharge. The velocity profile

obtained is shown in Fig. 3.18. All parameters for the transport simulation remain the same as those

of Section 3.4.1 except the decay rate has been set back to zero. In theory, using the Domenico

solution, the profile given in Fig. 3.18 should produce a plume that is narrower than the numerical

plume near the source where flow magnitude is slower and a plume that is wider near the end of the

plume when the flow is faster. Intuitively speaking, given similar source conditions, a faster flow will

generally produce narrower and longer plumes than slower flow. Because there is an important effect

(discussed later) near the plume advection front, this analysis will be carried out with the transient

Domenico solution (2D version of Eq. (3.4)) instead of the steady-state solution used in the model

(Eq. (3.6)). Since the plume can be considered to be in the steady-state far behind the advection

front (Domenico, 1987), the results are still transferable to the steady-state case in the zone behind

the advection front. It has been previously determined from Section 3.4.1, that the Domenico

solution consistently underestimates plume concentrations at and near the centerline. Therefore,
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(a) 0.1 and 0.01 mg/l contours

(b) Enlarged area near source (c) Enlarged area near advection front

Figure 3.19: Comparison of Domenico and MT3DMS plumes for a spatially varying velocity.

for clarity of the figures, only the outer contours, 0.1 and 0.01 mg/l, are plotted. The analysis

was carried out with a plume with t = 25 years and is shown in Fig. 3.19. Note that although the

transport simulation is transient, the flow simulation remains a steady-state simulation. Fig. 3.19

shows the expected result regarding plume width; near the source, where the flow magnitude is

lower than the average value, the Domenico plume is slightly narrower than the numerical plume

(Fig. 3.19(b)). As the flow velocity increases downstream, the MT3DMS plume responds to the

increase in flow velocity and becomes narrower. Because the Domenico plume is fixed to the average

velocity, it cannot respond to the changing flow, and because the flow magnitude in this zone is

higher than the average value (i.e. the value used by the Domenico solution), the Domenico plume

is wider in this zone compared to the numerical result (Fig. 3.19(c)). In Fig. 3.19(c), the end of

the numerically calculated plume is elongated compared to the Domenico solution. This is the

combination of two effects: the first being the result of Section 3.4.1 that Domenico plumes are

generally shorter than the actual plume, and the second, the previously described effect resulting

from the faster flow velocity in this zone. This second effect highlights a limitation of the velocity

averaging algorithm. Because the algorithm averages the velocity along the flow path up to the
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advection front, x = vt, it cannot take into account the “extra” contaminant that has entered a

zone of higher velocity due to longitudinal dispersion. Therefore, for this configuration of the flow

field, the higher the longitudinal dispersion, the more mass enters the zone of higher velocity and

the difference in length between the Domenico plume and the numerical plume becomes larger and

larger.

It must be noted that the preceding analysis is only valid for the flow field from Fig. 3.18.

However one can imagine that if the slope of the linear flow field increases, the larger the difference

in plume widths. As a result, it is reasonable to expect that as the flow field becomes more and more

heterogeneous, the difference between the numerical MT3DMS solution will continue to increase.

From the analysis it can be concluded that if the flow velocity magnitude does not vary too much,

then the Domenico solution will provide an acceptable approximation to the numerical solution.

Curved Flow Paths. The effect of warping on the accuracy of the Domenico solution is now

examined. A simple case was constructed so that all model parameters remained constant except

for the flow direction. In MT3DMS, this was achieved by using the model of the ideal case and

modifying the constant head boundary condition. In the ideal model, the boundary condition at the

eastern domain boundary was set to 5 m. Now, this boundary changed to a no-flow boundary and

the northern boundary is set to a constant head of 5 m. The flow field generated by this setup will

result in flow from the western boundary curving upwards towards the northern boundary. The flow

velocity magnitude along individual groundwater flow lines is constant. Like the case of varying flow

velocity, an important difference between the Domenico solution and the numerical solution occurs

near the advection front. The comparison is carried out on a transient state simulation of 50 years

instead of the 25 years of the analysis of varying flow velocity magnitude. The transient simulation

time was increased to better show the effects of the curving flow path. Fig. 3.20 shows the results

of applying a 2nd-order polynomial warp to the Domenico solution. In the figure, the flow path is

shown as the gray line and the location of the source is shown as the small circle. Additionally,

equipotentials of the hydraulic head are shown as the dotted lines. For these boundary conditions,

the resulting velocity along the flow line shown in the figure is approximately 0.0285 m/day with a

standard deviation of 0.000356 m/day (there is some slight variation along the flow line due to the

93



Figure 3.20: 0.1 and 0.01 mg/l contours for the simple warping scenario

use of the numerical solution of MODFLOW). For this combination of parameters and the selected

contours, the warped Domenico solution yields a plume that is generally slightly wider than the

numerical solution except very near the source where it is narrower. An important effect occurs in

the vicinity of the plume tip. It can be seen from Fig. 3.20 that the numerical solution does not

follow the flow path exactly. Instead, it is skewed slightly to the left. This is due to the varying flow

velocity in the transverse plume direction. On the left boundary of the numerical plume, the flow

velocity is slightly higher than on the right (this can be seen from the spacing of the equipotential

lines), the result being the left side of the plume moves slightly faster than the right, thereby skewing

the shape towards the faster flowing side. The Domenico solution on the other hand, cannot take

into account this variation in flow velocity along the transverse flow direction, which can be seen

from the fact that the Domenico plume is not skewed. The skewing effect occurs throughout the

plume and becomes less pronounced towards the source.

An important side effect of warping that is not shown in Fig. 3.20 is the slight change in the

concentration value of the Domenico solution at a given location in the plume, compared to the

value at the corresponding location before warping. This is an unavoidable consequence of the

warping algorithms. Recall that the warping algorithms essentially build an interpolation function

to transform from warped coordinates to unwarped coordinates, which is then used in conjunction
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Figure 3.21: Comparison of the Domenico solution concentration values at a transverse cross section at 500
m before and after warping

with raster resampling and value interpolation to obtain concentration values at the transformed

locations. This procedure necessarily changes the concentration value of a given reference point in

the plume. Fig. 3.21 shows a plot of a concentration profile along a transverse section, located at

500 m from the source, of the plume shown in Fig. 3.12. In Fig. 3.21, the concentration values of

the warped plume vs. the unwarped plume are compared. As can be seen, the largest differences

occur near the plume center for this particular cross section. The average percent difference over

the whole cross section is 4%. Generally speaking, although the change in concentration values is

small, it may become problematic in the load calculations of the denitrificaton module, especially if

the shape of the flow path is too complex and extreme deformation of the original plume is required,

or if the plume resolution is too low.

3.4.3 Effect of Overlapping Plumes

The effectiveness of the plume overlapping algorithm was evaluated by modifying the MT3DMS

model that was used in the ideal case comparison. The model was modified by adding a second

source with dimensions and initial concentration the same as the initial source. This new source

was placed 24 m to the north of the first source and the region on zero dispersivity was adjusted

accordingly. As in the ideal case, the Domenico plume is narrower than the MT3DMS plume at the

outer contours, shown in Fig. 3.22. As before only the 0.1 and 0.01 mg/l contours are shown for

clarity. In order to analyze the effect of overlapping, a concentration cross-section was constructed

which was parallel to the direction of flow (east), and bisected the two plumes. The concentration
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Figure 3.22: 0.1 and 0.01 mg/l contours for the overlapping case. No decay. The dotted line represents the
cross-section of Fig. 3.23

Figure 3.23: Concentration profile of bisecting line.

profiles for the Domenico and numerical solutions are shown in Fig. 3.23. The concentration profile

when the maximum concentration is taken in the overlapping region (instead of the sum) is also

shown for comparison purposes. From the figure, because the curve using the sum of concentrations

is a much better approximation to the numerical solution than taking the maximum, it is evident

that the sum of the concentrations of the individual Domenico plumes should be taken in the overlap

regions. All further discussion references the result calculated using the sum. Additionally, it can

be seen that the model overestimates the concentration in a large portion of the overlapping area

for the case when the concentrations are summed. The maximum overestimation is about 16%.

Because the outer Domenico concentration contours are narrower than the numerical ones in the

single plume case (Fig. 3.16), and also in the non-overlapping areas of Fig. 3.22, this overestimation
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Figure 3.24: Concentration profile of plume bisector. Decay rate is 0.008 day−1

must be due to the overestimation of the concentration in the overlapping region resulting from

the inability of the Domenico solution to take into account the presence of the other plume. Very

close to the source, the Domenico solution underestimates the concentrations. This is because that

very close to the source, there is not much overlap of the Domenico plumes, hence the effect of

summing the overlapping concentration values does not dominate over the general effect of Domenico

underestimation. Towards the end of the cross-section, the behavior of the concentration profile

seems to revert to the general effect of underestimation. This suggests that far from their respective

sources, the two plumes merge and behave like a single plume. Examining the contours plotted in

Fig. 3.22 and comparing like contours with Fig. 3.16(a), it can be seen that this is in fact the case.

The effect of plume merging was also observed by Ibaraki (2001).

Intuitively, if the Domenico plumes become wider, say by increasing the decay rate (as in Fig. 3.17

for example), the amount of overestimation of concentration will increase due to the combined

effects of wider Domenico plumes and increased overlapping area. This is in fact the case. For a

decay rate of 0.008 day−1, the concentration profile is shown in Fig. 3.24. The result shows that

due to the wider plumes, as well as the overestimation of concentration due to the inability of the

Domenico solution to take into account other plumes, the concentration in the overlapping areas is

overestimated. Outside of the overlapping areas however, the concentration contours resemble the

concentration contours of the single plume case (Fig. 3.17) as shown in Fig. 3.25.
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Figure 3.25: Concentration contours of overlapping plumes. Decay rate is 0.008 day−1

Figure 3.26: Location of Waterside Dr. with respect to Lakeshore

3.4.4 Real-World Scenario

The model is now tested using preliminary data provided by the FDEP for two homes in the

Hillcrest neighborhood in Jacksonville, Florida. Specifically, the two homes (5436 and 5476) are

both located on Waterside Dr. which is in close proximity to the Lakeshore neighborhood, shown in

Fig. 3.26. The model was executed for the two sites with the parameters shown in Table 3.1. While
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Figure 3.27: Soil depth plotted against percent organic carbon at that depth for soils in Florida. Data
Source: USDA Natural Resources Conservation Service (http://ssldata.nrcs.usda.gov).
Procedure 6A1a is described in detail in the NRCS Soil Survey Laboratory Methods Manual
(U.S. Department of Agriculture, 2004)

Table 3.1: Parameters used for the Waterside Dr. test case

Flow Model

DEM K Porosity Smoothing Factor

USGS 1/3 arcsec 2.1336 m/day 0.25 40

Transport Model

Y Z Cell Size αx αy k C0 Cthresh

6 m 1.5 m 0.4 m 2.113 m 0.234 m 0.2 day−1 40 mg/l 0.0001 mg/l

the groundwater flow velocity varied for each source, it was approximately 0.2 m/day for all the

cases. The source locations were obtained from a shapefile provided by the FDEP, which file assumes

that the drainfield is located in the center of the property. The parameters for the flow model were

the ones used in the analysis of the NAS from Chapter 2. The value of Y was estimated from the

drainfield dimensions of Fig. 3.29. Ideally, the value of Z should be estimated from the measured

plume thickness however this information was not available in the data provided by the FDEP. If

the water table is assumed to be shallow (since the study sites are so close to the river), Z can be

estimated from the depth of organic carbon because denitrification can only occur in the presence
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Figure 3.28: Modeling results superimposed on a satellite image (scale is approximate). Street numbers
from top to bottom: 5476, 5436, 5428. 5428 Waterside Dr. was calculated for comparison
purposes.

of organic carbon. The value of Z in Table 3.1 corresponds to the depth such that approximately

95% of the data points in Fig. 3.27 are shallower than that depth. The longitudinal dispersivity,

αx is approximately the same value used by Davis (2000) (∼7 ft). The transverse dispersivity, αy,

is approximately an order of magnitude lower than the longitudinal dispersivity (Gelhar et al.,

1992). The value of the decay constant was based on the range of values provided by McCray et al.

(2005) and adjusted to provide better agreement with field data, the value itself corresponds to the

70th percentile of the rates given by McCray et al. (2005), a relatively high value. The C0 value

corresponds to the median value of the typical ranges given by McCray et al. (2005). A cell size

of 0.4 m was deemed adequate to represent each plume in sufficient detail. The results of the test
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run are shown superimposed on a satellite image showing the property boundaries (Fig. 3.28). In

addition to the plumes, the concentration contours and flow lines are shown. The light blue polygon

represents the modeled location of the river, as obtained from the GIS data. In order to make a

more direct comparison, the plumes were superimposed on a schematic of each property, provided

by the FDEP. The location of the plume was then adjusted so that the center of the source overlaid

the center of the drainfield (assumes the flow and transport conditions remain the same at the

center of the drainfield compared to the center of the property). The results are shown in Fig. 3.29.

Additionally, Fig. 3.29 shows the locations of the nitrate sample points, whose field-measured values

are given in Tables 3.2 and 3.3. From Fig. 3.29(a), it can be seen that the model can predict the

value of NJ1 to within a reasonable amount as shown by the contours, however NJ3, NJ4, NJ5, and

NJ6 have been overestimated. Since this home appears to have two septic tanks, it is not known

what the influence of the other septic tank, located in the north part of the property, would be on

the nitrate concentrations, since each septic tank appears to be for a different type of effluent. In

Fig. 3.29(b), the model does not accurately predict the non-BDL concentration value. Examining

Table 3.3, it can be seen that the measurements immediately adjacent to DE2 are BDL, even though

DE2 itself has a relatively high nitrate concentration. In this case, it may be necessary to better

understand the plume behavior (e.g., could it be a very narrow plume?) before being able to analyze

the model further.

This real-world test scenario serves to highlight the capabilities and shortcomings of the model.

Although this model is a screening model, and as such can only provide ballpark estimates of

nitrate concentrations, it still may be able to reproduce real-world measurements if the real-world

conditions are better understood. In the analysis above, the model was applied to the test area

without site-specific model parameter values. The results indicate that model calibration would be

required to improve the model accuracy. It should be noted however that the intended use of this

modeling tool does not entail extensive data gathering for model calibration. Instead, it is meant to

provide quick results that are of comparable magnitude to measured values. The data used for a

typical usage scenario would be quite similar to the data used here, i.e., physical parameter values

obtained from the literature as well as approximate locations of septic tank drainfields, and water

body shorelines. As a result of these rough estimates, it is not advisable to apply the model to
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(a) 5436 Waterside Dr. (to scale) (b) 5476 Waterside Dr. (to scale)

Figure 3.29: Test locations at Waterside Dr.

Table 3.2: NO3 concentrations (mg/l) for 5436 Waterside Dr. BDL=Below detection limit.

NJ1 NJ2 NJ3 NJ4 NJ5 NJ6 NJ7

0.005 BDL BDL BDL BDL BDL BDL

Table 3.3: NO3 (mg/l) concentrations for 5476 Waterside Dr. BDL=Below detection limit.

DE1 DE2 DE3 DE4 DE5 DE6

BDL 1.9 BDL BDL BDL BDL
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individual cases. Instead, the model should be applied to a larger number of sources simultaneously,

and the results should be taken as a bulk estimate, thereby bringing expected model performance in

line with the concept of a screening model.

3.4.5 Conclusions

From the analysis given in the previous sections, several conclusions are reached regarding the

accuracy of the Domenico solution under ideal and non-ideal conditions. Additionally, the effects

of the various approximations used in the model for dealing with scenarios that the Domenico

solution cannot handle, are described. First, from Section 3.4.1, it can be said that in general, this

Domenico-based model underestimates concentration values near the plume centerline, the degree

depending on the specific case. For the tested cases, the underestimation can be over 60% in the

worst case. Srinivasan et al. (2007) and West et al. (2007) also reached similar conclusions. The

results also show that the conclusion reached by Srinivasan et al. (2007)

“. . . plumes predicted by the modified-Domenico solution are always wider than the

actual plumes.”

is not always true as it depends on: a), the specific parameters (dispersivity, flow velocity, decay

rate, etc.), b), the contour level selected for comparison and c), the location along the plume at

which the comparison is made. In addition to the controlling factors, as determined by Srinivasan

et al. (2007), which affect plume width, it was found that the decay rate can significantly affect the

width of the plume, with higher decay rates generating plumes that are wider than the equivalent

MT3DMS plumes.

Regarding the performance of the model under non-ideal conditions, a general conclusion on

overestimation or underestimation of the Domenico solution cannot be reached, as the prediction

depends, to a large degree, on the nature and extent of the heterogeneities. In the case of spatially

heterogeneous groundwater flow velocity which increases linearly downstream, the Domenico solution

behaves as expected. That is, when the groundwater flow velocity is slower than the average velocity,

the Domenico plume is narrower than a plume calculated via numerical methods for the same

conditions. Similarly, when the actual flow velocity is faster than the average, the Domenico plume

is wider.
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For a simple curved flow path, warping serves to map the straight plume of the Domenico solution

to a curved flow path. The warping of the plume compares favorably to a numerical simulation of a

curved plume for the simple case of a smooth arc. There is a noticeable difference in the shape near

the tip of the plume due to the differing flow velocities across the plume transverse. The warping

algorithms, due to their nature, inevitably change the concentration values of the plume at any

given reference point within the plume. The changes are generally small, around 4% on average, and

should not be very problematic if the plume resolution is high enough and the amount of warping

is not too extreme. The changes due to warping may become problematic in the mass balance

calculations of the denitrification module of Chapter 4.

When dealing with multiple Domenico plumes that overlap, summing the concentration values

in the overlapping region is more appropriate than taking the maximum value. Taking the sum of

the concentrations slightly overestimates the concentration in the overlapping area and compares

favorably with the numerical solution. However in the test case with decay, the amount of overesti-

mation was much greater due to the increased effect of having too much overlap due to the wider

plumes generated by the Domenico solution in this case.

The only general conclusions that can be stated regarding the performance of the model under

heterogeneous conditions are that: a), the more the system deviates from the underlying assumptions

of the Domenico solution, the greater the error of the model and b), the error cannot be quantified

a priori due to the infinite number of possible ways a system can be made heterogeneous and the

dependence of the model response on the specific configuration of the heterogeneities.

Based on the results from Section 3.4.4, when applying the model to a real-world scenario, it

is difficult to perform a direct comparison with real world data without first understanding the

behavior of the real system. Additionally, without performing calibration with actual site-specific

parameters, a direct comparison may or may not yield results comparable to the field data. Another

factor that complicates the comparison for the tested case is the fact that the data represents a

snapshot in time where transient effects may be significant. This may be significant as the model

considers only steady-state conditions. Because this model is a screening model, the results should

instead be taken as a bulk estimate.
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CHAPTER 4

DENITRIFICATION MODULE

In this chapter, the denitrification module is discussed. This module does involve calculating the

effect of denitrification on plume size, as that calculation is undertaken by the transport module.

Rather, this module deals with the calculation of nitrate load to a surface water body, given

the calculation of concentration from the transport model. A discussion regarding an alternate

denitrification model, biodegradation, is also be presented.

While the denitrification module is still undergoing development, the current form of the

conceptual model and its implementation, as well as some synthetic verification and validation

tests are presented. Currently, no real-world data is available for comparison in the area of interest

(Jacksonville, Florida). One feature that has not yet been implemented, and is a logical next step is

the ability to consider multiple simultaneous target water bodies; currently, only a single target is

supported.

4.1 Background

4.1.1 Load Calculations

The approach taken in this model to calculate the nitrate load, is a mass balance approach. The

general mass balance expression is given by

dMin

dt
=

dMout

dt
+

dMaq

dt
+

dMdn

dt

Fin = Fout + Faq + Fdn

(4.1)

where Fin in the mass inflow rate, Fout is the mass outflow rate at the boundaries, Fdn is the mass

rate of removal due to denitrification, and Faq is the rate of change of mass storage in the aquifer.
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All units are [M/T]. The quantity of interest in our model is the load to the target water body, i.e.

Fout. When the system reaches the steady-state, the total mass inflow rate equals the total mass

outflow rate and Faq vanishes. Then Eq. (4.1) becomes

Fin = Fout + Fdn (4.2)

solving for Fout,

Fout = Fin − Fdn (4.3)

from which Fout can be easily calculated if Fin and Fdn are known. In Eq. (4.2), the reason Faq

becomes zero is analogous to filling a bathtub with the drain unplugged. After a while, the amount

of water flowing into the bathtub and the amount flowing out are the same, the effect being that

the water level in the bathtub remains the same.

Mass balance based approaches are common in simplified screening models (McCray et al., 2005).

Although the transport module is capable of transient state simulations, their use is not supported

by the mass balance approach to calculating load described here. In order to calculate loads for a

transient state case, an approach similar to the one used by Andres (1992) must be employed. In the

approach by Andres (1992), the contaminant flux to the water body is calculated on a cell-by-cell

basis for each cell in contact with the boundary of the water body. The downside to this approach

is the increased complexity and subsequently longer computation times.

4.2 Conceptual Model

The load calculation model is based on the principle of mass balance in the steady-state. In

order to calculate the nitrate load from Eq. (4.3), it is necessary to calculate the Fin and Fdn terms.

The calculation of the Fdn term, i.e., the mass removal rate due to denitrification, is straightforward.

Because denitrification is modeled as a first-order decay process, we can use the definition of first

order decay to calculate the rate of denitrification for every cell, in the plume. The rate is then

multiplied by the volume of solute to obtain the mass rate.

Fdn =
∑
i

kCiViθ (4.4)
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Figure 4.1: The Domenico source plane (shaded area) interpreted as the side of a simulation cell.

where k [T−1] is the rate constant, Ci [M/L3] is the concentration in cell i, Vi [L
3] is the volume of

cell i and θ [-] is the soil porosity.

The calculation of the mass input rate, Fin, is more complicated. The input load calculation

accounts not only for mass input due to advection but also through dispersion. In order to carry

out this calculation, the interpretation of the source plane must be modified slightly. Although the

Domenico solution assumes the contaminant source is a plane, for the purposes of calculating the

input load to the system, it is assumed that the source is in fact a cube with one face (along the

line x = 0) which corresponds to the Domenico source plane with concentration C0, as shown in

Fig. 4.1. In the figure, the dots represent the center of the cells at a distance ∆x apart. Fin consists

of two terms: the mass input due to the advective flow of groundwater and the component due to

dispersive flux across the boundary.

Fin = Fadv + Fdsp (4.5)

The advective term is calculated using the volume of water that flows across the interface in unit

time, multiplied by the solute concentration.

Fadv = C0∆y∆zθv (4.6)

C0 [M/L3] is the concentration of the source plane, ∆y and ∆z [L] are the dimensions of the source

plane, v [L/T] is the seepage velocity, and θ is the porosity. The dispersion term is calculated by

assuming dispersion is governed by Fick’s Law (Freeze and Cherry, 1979). The dispersion through

the source plane in Fig. 4.1, is written as

Fdsp = −Dxx∆y∆zθ
C − C0

∆x
(4.7)
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where Dxx [L2/T] is the component of the dispersion tensor along the x-direction, C is the concen-

tration in the cell immediately adjacent (in the x-direction) to the source cell, shown as the cube

with the dashed lines in Fig. 4.1; the remaining parameters are the same ones from Eq. (4.6). There

are two things to note regarding Eq. (4.7). First, the dispersion parameter is actually a second order

tensor in three dimensions, represented by a 3× 3 matrix. Because the direction of principal flow

has been aligned with the coordinate system, and the flow is assumed to be only in the x-direction

(in accordance with the Domenico solution), all z-terms and x-y cross terms vanish, leaving only

the Dxx term. If we were to consider dispersive mass transport from the remaining 5 faces of the

cube in Fig. 4.1 (as does MT3DMS), then the Dyy component would need to be considered. The

second point to note regarding Eq. (4.7), is the presence of a negative sign. The negative sign

serves a similar purpose as the one in Darcy’s Law (Eq. (1.4)). Because the mass flows from high

concentration to low concentration, the negative sign ensures that movement in this direction is

positive. Disregarding molecular diffusion, the dispersion coefficient is calculated as (Freeze and

Cherry, 1979)

Dxx = αxv (4.8)

where αx [L] is the medium’s dispersivity in the x-direction and v [L/T] is seepage velocity as before.

Putting everything together

Fin = C0∆y∆zθv − αxv∆y∆zθ
C − C0

∆x
(4.9)

4.3 Algorithm and Implementation

The output of the denitrification module is the load to the target water body, taking into account

the mechanism of denitrification. Unlike the flow and transport modules, the denitrification module

does not output a shapefile or raster. The output is a single number corresponding to the load to

the target water body. Currently, only a single target water body is supported however support for

multiple target water bodies is a possible topic for future development. The interface to the module

is shown in Fig. 4.2.
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Figure 4.2: User interface of the denitrification module.

4.3.1 Input and Output

The inputs to the model (using the nomenclature from Fig. 4.2) are:

1. Concentration Plumes Specifies the plumes raster generated by the transport module.

2. Plumes Info Specifies the associated plumes information shapefile generated by the transport

module.

3. Waterbodies Specifies the water bodies polygon feature class for which the load will be

calculated.

Model options are:

1. Volume Conversion Factor Used to specify the conversion factor from units of plume

volume to units of concentration volume. For example, if the units of concentration in the

Concentration Plumes raster are mg/l, and the units of cell volume in the same raster are

cubic meters, then the conversion factor is 1000 (1 m3 = 1000 l).

4.3.2 Process

Fig. 4.3 shows the logic flow of the algorithm implementing the conceptual model of Section 4.2.

The first part of the process involves the calculation of the input load, Fin. This calculation is

carried out by the transport module and proceeds as follows. For each nitrate source, the input

load is calculated by using Eq. (4.9). The Domenico source plane is composed of a series of adjacent

source cells such as the one for Fig. 4.1, such that the number of cells is equal to Y/∆y where Y is

the Domenico source dimension. The advective and dispersive mass input rate is then calculated for
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Figure 4.3: Logic flow of the denitrification module.

each source cell using Eq. (4.6) and Eq. (4.7). The contribution for each source cell is then summed

to give the total input mass rate for that source. The process is repeated for the next source until

all sources have been processed.

The calculation of Fdn involves several steps. First, the volume of solute in cell, i, of the plumes

raster is calculated via

V i
aq = Viβθ (4.10)

where Vi [L
3] is the cell volume, β [-] is a conversion factor to convert from units of cell volume to

units of concentration volume, and θ [-] is the soil porosity. The β factor is needed due to the GIS

implementation of the model. In ArcGIS, the linear units of the raster file may be different from

raster to raster. For example, if the concentration, C0, is provided in units of mg/l and the raster

has linear units of meters, then β should be set to 1000 since one cubic meter equals 1000 liters.

V i
aq will then have units of liters. After the calculation of V i

aq, the denitrification rate is calculated,
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again on a cell-by-cell basis

Ri
dn = kCi (4.11)

where Ci [M/L3] is the concentration in cell i and k [T−1] is the decay constant (obtained from the

Plumes Info file). Multiplying the previous two equations and summing over all cells, Fdn from

Eq. (4.4) is obtained. Cells corresponding to the source plane are not counted in the Fdn calculation,

similar to the behavior of MT3DMS which does not include constant concentration cells when

calculating mass balances. Note that although the flow model supports a fully heterogeneous porosity,

the denitrification module supports only a constant porosity for the whole domain. The reason

is because the Domenico solution of the transport module assumes velocity (which is calculated

by dividing the Darcy velocity by the porosity) to be a constant over a single plume, therefore

combining multiple overlapping plumes having distinct porosity values may be inappropriate when

calculating V i
aq since it raises the question of which porosity value should be used in overlapping

areas (for the case of overlapping plumes). The value used is the average porosity (arithmetic mean)

along the flow path.

After the calculation of Fin and Fdn, a simple subtraction is carried out to calculate Fout, which

corresponds to the load to the target water body, in units of mass per time; the mass units correspond

to the same mass units used for C0.

4.4 Analysis of Model Performance

The performance of the load calculations is evaluated using the same synthetic models as the

ones used for testing the transport module in Section 3.4 so as to keep results comparable. In this

case, although it is the load values that are of interest, direct comparison with the load calculated

from MT3DMS is complicated by the numerical approach taken by MT3DMS as well as the slightly

different source conditions. As a result, MT3DMS load calculations are not exactly comparable

to Domenico-based load calculations. This was not a important issue for the comparison carried

out in Section 3.4 because far from the source, the differences in the source geometry between the

Domenico model and the numerical model become less important. The source conditions become

important here because the calculation of the input load involves concentrations in the immediate
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(a) Domenico Model (b) MT3DMS

Figure 4.4: Source fluxes considered by our Domenico-based model compared to the ones considered by
MT3DMS. The box represents a single simulation cell.

vicinity of the source cells. The main difference in the source conditions between the Domenico

solution and the MT3DMS solution is the fact that MT3DMS considers dispersive flux from the

faces of the source cells in the -x, +y and -y directions, shown in Fig. 4.4, while this Domenico based

model cannot. In order to make the MT3DMS solution more comparable, flux in the -x direction

was eliminated with the method described in Section 3.4.1. Due to the nature of the finite-difference

evaluations of MT3DMS, the +y and -y dispersive mass transfer can be reduced but cannot be

eliminated completely, without affecting the mass flux from the +x face. This may be remedied

by setting the MT3DMS cell to inactive, which renders the model not equivalent to the one from

Section 3.4.1. The other issue hindering direct comparison is the way in which MT3DMS calculates

mass balances. In MT3DMS, mass balances are calculated directly from fluxes into and out of each

cell, at every time step, while in this algorithm, output load is calculated using Eq. (4.3), which

may result in differences in the results.

4.4.1 Verification Using MT3DMS-Generated Plumes

In order to evaluate the performance of the method of calculating loads described in Sections 4.2

and 4.3, the algorithm was applied to plumes generated with MT3DMS. Because the algorithm is

intended for application to the Domenico-based model of Chapter 3, it does not consider any other

mass flows other than that of the Domenico plane face as shown in Figs. 4.1 and 4.4(a). To correct

for this when comparing the results to MT3DMS, the fluxes from the +y and -y faces were added

manually to the value obtained by the algorithm. The parameters used to generate the plumes were

the same as in Section 3.4.1. Again, to approximate the steady-state condition, the simulation time

112



was set to 200 years, as explained in Section 3.4.1. The only thing that was varied in the simulations

was the decay rate k. Several decay rates were selected, so as to a), produce both a plume that

does not reach the water body and one that does and b), be representable with the same cell size

used in Section 3.4.1 (4 m). In the simulation with k = 8 × 10−3, the plume does not reach the

water body (i.e, the mass flux at the boundary according to MT3DMS is insignificant). Examining

Table 4.1, we can see that the algorithm is able to reasonably estimate the load for low decay rates.

For higher decay rates, the output load becomes negative due to the slight underestimation of the

Table 4.1: Load values calculated directly from MT3DMS and using the algorithm from Section 4.3 using
MT3DMS plumes. Load values in [kg/day]

k Input Mass Load Denitrification Mass Output Load

MT3DMS
0 5.2735E-3 0 5.2735E-3

1E-5 5.2778E-3 9.5842E-4 4.3194E-3
8E-3 6.6247E-3 6.6247E-3 1.0480E-10

Algorithm
0 5.2071E-3 0 5.2071E-3

1E-5 5.2115E-3 9.5862E-4 4.2529E-3
8E-3 6.5832E-3 6.6199E-3 -3.6698E-5

input load. In fact, the input mass load is consistently underestimated in all cases. When the decay

rate is high, due to the magnitude of the output load, the error introduced by this underestimation

is not highly noticeable. The estimated denitrification mass fluctuates slightly as well compared

to the MT3DMS result, and the fluctuation is less than 0.19% in the worst case. In contrast, the

underestimation of the input load is about 1% in the worst case. These differences may be due to

several reasons, including differences in the load calculations compared to MT3DMS (as discussed

in the introduction of this section), the lack of time steps in this algorithm, or possibly another

numerical effect that introduces more mass than can be accounted for by simple advection and

dispersion (Eq. (4.9)).

Regardless, the differences are small, even in the worst case therefore the algorithm should be

suitable for screening purposes and for comparing the load calculated by this algorithm when using

an actual Domenico plume.
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4.4.2 Comparison Using Domenico-Generated Plumes

The same tests as in Section 4.4.1 were carried out except instead of using the MT3DMS solution,

the algorithm was fed with the Domenico-generated plume of the transport model.

Single Plume. From Table 4.2, we can see that in comparison to Table 4.1, the model

now overestimates the input loads in some cases, and underestimates the mass removed due to

denitrification in all cases, resulting in an overestimation or underestimation of the output load to the

water body. The differences are most likely caused by the underestimation of plume concentrations

Table 4.2: Load values calculated directly from MT3DMS and using the algorithm from Section 4.3 using
Domenico plumes. Load values in [kg/day]

k Input Mass Load Denitrification Mass Output Load

MT3DMS
0 5.2735E-3 0 5.2735E-3

1E-5 5.2778E-3 9.5842E-4 4.3194E-3
8E-3 6.6247E-3 6.6247E-3 1.0480E-10

Algorithm
0 5.2267E-3 0 5.2267E-3

1E-5 5.2315E-3 9.4519E-4 4.2858E-3
8E-3 6.8373E-3 4.5451E-3 2.2921E-3

by the Domenico solution (the under-estimation of concentration by the Domenico solution was

established in Section 3.4.1). For the cases where the input load is underestimated (k = 0 and

k = 1 × 10−5), the concentration gradients are small therefore the underestimation effect of the

algorithm from Section 4.4.1 dominates. The concentration gradients immediately in front of the

source cells are important because they can have a large effect on dispersive mass flux if they are high,

see Eq. (4.7). For the case of k = 8× 10−3, the increased gradient likely masks the underestimation

of the input load from Section 4.4.1. Likewise, the underestimation of the denitrification mass

is explained by the underestimation of the concentration distribution by the Domenico solution

since a lower concentration will result in a lower denitrification mass, due to the use of first order

decay. The largest differences for the input mass load and denitrification mass occur for the case of

k = 8× 10−3 and are approximately 3% and 30% respectively.
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Like before, the plume with k = 8 × 10−3 does not reach the simulated water body, however

the results from the Domenico solution for that case indicates there is a load when in fact there

should not be according to MT3DMS. This is problematic, although this conservative estimation is

preferable to underestimating the load. A possible solution to this would be to modify the algorithm

to check if a given plume has reached the water body. If not, set the load to zero, regardless of the

value of the calculated load.

Overlapping Plumes. The analysis is now repeated except using the case of overlapping

plumes of Section 3.4.3. The case of k = 0 is omitted, since the behavior is the same as the

single plume case. From Table 4.3, we can see that the behavior changes slightly compared to the

Table 4.3: Load values calculated directly from MT3DMS and using the algorithm from Section 4.3 using
overlapping Domenico plumes. Load values in [kg/day]

k Input Mass Load Denitrification Mass Output Load

MT3DMS
1E-5 10.4264E-3 1.8932E-3 8.5332E-3
8E-3 12.4968E-3 12.4968E-3 1.0487E-10

Algorithm
1E-5 10.4630E-3 1.8512E-3 8.6118E-3
8E-3 13.6745E-3 9.0902E-3 4.5843E-4

single plume case. For the case of k = 1 × 10−5, the underestimation of input load has turned

into a very slight overestimation. The likely cause of this is the fact that MT3DMS can take into

account the effect of the other plume, resulting in slightly lower gradients near the source. For the

other case, the Domenico result is virtually identical to considering two individual plumes. This

indicates that the effect of overestimation of the concentration due to overlap, seen in Fig. 3.25,

is completely overwhelmed by the effect of Domenico underestimation of the concentration. The

largest difference in the input loads between the MT3DMS solution and the corresponding Domenico

solution for this overlapping plume test case is approximately 9%, while for the denitrification mass,

it is approximately 30%; both correspond to the higher k value. Note that the difference between

the MT3DMS solution and Domenico solution for the denitrification mass remained roughly the

same compared to the single plume case (30% in both cases) while the difference in mass load
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increased from 3% to 9% when going from the single plume case to the overlapping plume case.

This is attributed to the previously mentioned effect of concentration gradients due to the other

plume and is a further indication that the input load calculation is very sensitive to changes in the

concentration gradients in the immediate vicinity of the source.

4.4.3 Effect of Grid Resolution on Input Load

Because the input load depends on the concentration gradient, any change to the gradient will

result in a change in mass inflow. Due to the constant concentration boundary, this means that

the input load will change accordingly. A simple MT3DMS experiment shows this. An experiment

was run with the previous test case of k = 8 × 10−3. The input load for a uniform grid size of

4 m is shown in the previous tables (e.g. Table 4.2). The same model was run except the grid

size was set to one meter. Examining the MT3DMS output file, the input load has increased as

shown in Table 4.4 (the original values are also shown for convenience). As shown in the table, the

Table 4.4: Load values calculated directly from MT3DMS and using the algorithm from Section 4.3 using
Domenico plumes, higher grid resolution. Load values in [kg/day]

k Input Mass Load Denitrification Mass Output Load

MT3DMS
8E-3 6.6247E-3 6.6247E-3 1.0480E-10
8E-3* 7.4718E-3 7.4718E-3 4.6082E-11

*1 m grid size

denitrification mass increases, corresponding to a decrease in cell size. The effect of grid resolution

on our model has not yet been extensively tested. Preliminary results show that the effect on the

input load in our model is similar to the MT3DMS test, however, the denitrification mass does not

increase sufficiently to compensate, resulting in an overestimation of load.

4.4.4 Conclusions

While the loading model is still undergoing development and testing, the preliminary results

indicate that for low denitrifcation rates, the model approximates the results from an MT3DMS

simulation well. For higher denitrification rates, the underestimation of the concentration by the
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Domenico solution becomes evident, giving a maximum difference of dentrification mass estimation

of about 30%. The estimation of the input load is generally better, around 9% in the worst case

(overlapping plumes case). Part of this difference may be attributable to the inexact representation

in MT3DMS of the Domenico source plane. Additionally, due to the Domenico underestimation

of concentration, a nitrate load to the target water body is indicated for the case of k = 8× 10−3

(both single and overlapping plume case), even though there should be no such load since the plume

does not reach the water boundary according to MT3DMS. This lack of mass balance agrees with

the statement by West et al. (2007) that the Domenico solution is not mass conservative. A possible

work around to this would be to simply discard the load if it is detected that the plume does not

reach the water body.

4.5 Alternate Denitrification Model: Biodegradation and
Instantaneous Reactions

Three different kinds of kinetic expressions can be used for biodegradation reactions (Wiedemeier

et al., 1999)

• First-order decay

• Instantaneous reaction

• Monod kinetics

In BIOSCREEN, the attenuation of hydrocarbons can be simulated, as an alternative to first order

decay, using the concept of instantaneous reactions. For aerobic degradation, the instantaneous

reaction model can provide a good approximation to the more complicated BIOPLUME II (Rifai

et al., 1987) model which is based on Monod kinetics (Connor et al., 1994). According to Connor

et al. (1994), Newell et al. (1995) and Newell et al. (1996), instantaneous reaction models may

be a better way to consider the natural attenuation of contaminants compared with first order

decay. BIOSCREEN uses the concept of biodegradation capacity in order to account for the

biodegradation of contaminant in the instantaneous reaction model. The biodegradation capacity

(units of concentration) is the potential contaminant mass removal for a given concentration of an

individual electron acceptor (Newell et al., 1995). This biodegradation capacity is then subtracted
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from the Domenico plume with no decay as described in Newell et al. (1996) . This essentially

amounts to “correcting” the plume concentrations to account for decay; the subtraction corresponds

to the instantaneous reaction assumption. Instantaneous reactions assume that the mixing between

electron acceptors and electron donors is slow enough that, when combined with the fast kinetics

of these reactions, the limiting factor in the reaction becomes the availability of electron acceptor

(Newell et al., 1995; Gutierrez-Neri et al., 2009). This slow mixing assumption is generally valid

when flow velocities are slow and the region of interest is far from the source.

Recently, several authors have begun to further develop the approach used by BIOSCREEN, in

which the concept of biodegradation was incorporated into an analytical solution, as an alternative

to considering natural attenuation using first order decay. Gutierrez-Neri et al. (2009) proposed

to combine the instantaneous reaction model with first-order decay. According to Gutierrez-Neri

et al. (2009), the degradation at the fringes of the plume due to mixing can be represented as

an instantaneous reaction, termed fringe degradation, while slower, anaerobic processes can be

represented by a first order decay, termed core degradation. Gutierrez-Neri et al. (2009) presents a

Domenico-based combined fringe and core degradation model, which was improved by Hunkeler

et al. (2010). Höhener and Atteia (2010) compare this improved model with the Domenico model

(Domenico, 1987), as well as the analytical model from Karanovic et al. (2007) (which is based on

the solutions by Wexler (1992) and Sagar (1982)), and the steady-state solution by Cirpka and

Valocchi (2007) that incorporates double Monod kinetics. Double Monod kinetics, are useful when

there are two substances that limit the reaction (e.g. an electron acceptor and electron donor). This

is in contrast to single Monod kinetics where only a single species is assumed to be limiting. Zeroth

order and first order kinetics are related to Monod kinetics in that they are both special cases of

single Monod kinetics (Fabritz, 1995). Höhener and Atteia (2010) conclude that Domenico-based

models do not provide plausible results far from the plume centerline and an exact solution such as

the one used in BIOSCREEN-AT and presented by Karanovic et al. (2007) should be used.

This instantaneous reaction model is not implemented in our model due to the fact that nitrate

attenuation has been considered in the literature mainly as a first order decay process (McCray

et al., 2005) and not an instantaneous reaction, resulting in lack of literature data regarding its

application to nitrate attenuation. Additionally, the concept of instantaneous reaction is a way
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to approximate more complicated models and as such, may not be mass conservative due to the

empirical nature of the calculation. None of the previously mentioned studies are concerned with

mass balance issues; their only concern is adequately approximating concentration distributions.

This is problematic for our model that depends on mass balance considerations to calculate loads.

Judging by the number of recently published papers regarding biodegradation in analytical solutions

however, the idea of applying instantaneous reaction models in combination with traditional first

order decay models seems to be gaining traction. As a result, exploring the application of these

ideas to nitrate contamination would be an excellent topic for future research.
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CHAPTER 5

CLOSING REMARKS

5.1 Conclusions

A simplified GIS-based model to estimate nitrate fate and transport from OWTS in the

surficial aquifer is developed and implemented within the GIS system ArcGIS, using the VB.NET

programming language. The model is implemented as three submodules: the flow, transport, and

denitrification modules.

5.1.1 Flow Module

The flow module implements the portion of the model dealing with groundwater flow. The

amount of input data to the flow model is reduced by making several simplifying approximations.

These approximations are:

• The shape of the water table is a subdued replica of the topography.

• Flow conditions are in the steady-state.

• Flow occurs only in the surficial aquifer.

• The surfical aquifer consists solely of an unfractured, porous medium such that Darcy’s Law

is applicable.

• The Dupuit approximation is valid. In other words, vertical flow can be ignored, and the slope

of the water table is equal to the hydraulic gradient.

• Recharge to the aquifer due to rainfall and OWTS effluent is not considered

By making these approximations, a DEM, after being appropriately processed, can be used to obtain

an approximation to the hydraulic gradient which is then used in conjunction with Darcy’s Law
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to obtain an estimate of the seepage velocity magnitude and direction. The DEM is processed by

using a kernel-based smoothing filter. The amount of smoothing is a user-adjustable parameter.

Additionally, the model is able to handle issues with using a DEM as input, namely, the treatment

of sinks and flat areas. Furthermore, the flow model accepts spatial heterogeneity in the hydraulic

conductivity and porosity.

It is found that for areas in the vicinity of the U.S. Naval Air Station Jacksonville, Florida

(NAS), the water table is likely a subdued replica of the topography, to varying degrees. Based on a

comparison with a calibrated MODFLOW model of the area, the correlation between the simulated

water table elevation and the ground surface elevation is 0.87 (Pearson’s correlation coefficient).

Applying a rule-of-thumb to the NAS indicates that the water table in the vicinity of the NAS

is weakly topography controlled. This result is extended to the nearby Lakehore neighborhood

(which is a neighborhood of interest). For the Lakeshore neighborhood, applying the rule-of-thumb

indicates that the water table is not topography controlled however a topography-controlled water

table may not be completely ruled out due to a) the proximity of the NAS to Lakeshore and b),

a semi-synthetic model of the area that suggests a relationship between the water table and the

topography.

Using the calibrated MODFLOW model as a reference, it is found that the smoothing factor of

the simplified model is location and scale dependent, when predicting groundwater flow paths and

travel times. For the two sub-domains of the NAS, the simplified model can predict the travel times

for the combined sub-domains to within ±20 years of the MODFLOW model, 75% of the time. It is

found that the agreement between this model and the MODFLOW model decreased with distance.

There is good agreement up to a distance of approximately 500 meters. This distance is acceptable

since OWTS of interest are usually close to the water body of interest.

5.1.2 Transport Module

A simplified model that simulates the fate and transport of nitrates from OWTS in the saturated

zone within the surficial aquifer was developed and implemented in the transport module. The

transport module implements the model by using an analytical solution to the advection-dispersion

equation (ADE) with first-order decay, based on the one developed by Domenico and Robbins
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(1985), Domenico (1987) and Martin-Hayden and Robbins (1997), a.k.a the Domenico solution.

Due to the use of the Domenico solution, the model inherits its assumptions resulting in several

limitations, some of which are addressed by the model implementation. The assumptions in the

Domenico solution are:

• The domain is infinite in y and z and semi-infinite in the +x direction.

• The contaminant source is represented by a finite vertical plane of constant concentration

centered at the origin, and remaining constant in time and space.

• The dispersivities are homogeneous.

• The first-order decay parameter is homogeneous.

• The velocity flow field is steady, homogeneous and exclusively in the +x direction.

• There is only a single contaminant source in the domain.

A consequence of the above assumptions is that Domenico plumes are always straight, extending in

the +x direction. In order to speed up processing and reduce memory requirements, the transport

model is a 2.5D model, meaning that a two dimensional contaminant plume is calculated, which

is then extended vertically downwards to approximate a 3D plume. This approximation is valid

when the vertical dispersivity is low, as is normally the case. The assumption that physical aquifer

parameters, such as dispersivities and decay rate parameters, are homogeneous is justifiable within

a study area of small scale.

The transport module addresses the heterogeneity of flow velocity, and the inability of the

Domenico solution to directly consider multiple contaminant sources simultaneously. In regards to

the flow field, there are two types of heterogeneity in the flow velocity: magnitude and direction.

In order to adapt the Domenico solution to a steady flow field with a flow direction that is not

exclusively in the +x direction, the Domenico solution is mapped to the curved flow path generated

by the flow module, achieved by mapping the plume centerline to the flow path and using a warping

algorithm (1st or 2nd order polynomial, thin-plate spline) to transform the entire plume to this

curved flow path. The variation in velocity along the plume centerline is considered by averaging the

velocity along the flow path and then using the average value in the Domenico solution. Variation
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in the flow field (direction and magnitude) are not considered for areas of the plume away from the

centerline. Additionally, the use of GIS to manage input data allows for the possibility to consider a

certain degree of heterogeneity in the physical aquifer parameters (dispersivity, decay rate). This

heterogeneity can be introduced when considering multiple plumes by making use of feature class

attributes to store a potentially distinct set of parameters for each contaminant source. Essentially,

parameters can vary over all plumes although each set of parameters will remain constant for any

particular plume.

Under ideal conditions (i.e., all of the Domenico solution assumptions are satisfied), a comparison

with a numerical model (constructed using MT3DMS) shows that the Domenico solution generally

underestimates concentrations, in agreement with Srinivasan et al. (2007) and West et al. (2007).

The degree of underestimation depends on the scenario and for the tested scenarios, the concentration

was underestimated by up to 60%. For the test cases, as the decay rate increases, the concentration

is gradually overestimated at locations moving away from the plume centerline, resulting in plumes

that are wider than the corresponding MT3DMS plume. This underestimation/overestimation is

present in all other test cases as well and is an unavoidable consequence of using the Domenico

solution, the consequence of which is to produce shorter/wider or shorter/narrower plumes than the

numerical solution, depending on the specific scenario.

Under non-ideal conditions, a general conclusion regarding the performance of the model cannot

be reached, given that the results will depend on the nature and extent of the deviations of the

system from the model assumptions. However a conclusion can be reached regarding the specific

scenarios tested. The test cases were:

• A flow in the +x direction with a linearly increasing magnitude. This tests the effect of

averaging the flow velocity along the flow path.

• A flow with a constant magnitude but a flow path in the shape of an arc. This tests the effect

of warping the plume to the flow path.

In the case of flow in the +x direction with a linearly varying magnitude, the model underestimates

the width of the plume in the region of the flow field that is slower than the average velocity and

overestimates the width when the flow field velocity is faster. Near the plume advection front, the
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algorithm produces a shorter plume than the numerical solution in the transient case, due to the fact

that the Domenico-based model cannot take into account the increased velocity in this region (in

addition to the general concentration underestimation). Overall, the model results were comparable

to the numerical model (except in the above mentioned region), for this configuration of the flow

field. When the flow path is not straight, the plume is warped to conform to this curved path. The

test case shows that warping the plume to the flow path provides a reasonable approximation to the

behavior predicted by the numerical model. The only major difference occurs near the advection

front where the plume generated by MT3DMS is slightly asymmetrical, due to the variation in the

flow field velocity magnitude along the plume transverse. A small but potentially significant effect

is the one introduced by the warping of the plume. By warping the plume, the concentration values

of the warped plume compared to the unwarped plume changed by 4% on average for a transverse

plume cross section at 500 m from the source. This change may impact the load calculations carried

out by the denitrification module.

In order to consider multiple plumes simultaneously, the model combines multiple Domenico

solutions using additive superposition. While the behavior of this procedure is complex, it can

generally be said that the effect of superimposing Domenico solutions in this way is that in the

overlapping region, the concentration will generally be slightly overestimated compared to the

numerical solution. The overestimation originates from two sources: the inability of the Domenico

solution to consider the presence of other plumes and the fact that depending on the parameters

(e.g., decay rate, dispersivities, etc.), Domenico plumes can be wider than plumes calculated via

MT3DMS. As plumes become wider compared to the MT3DMS, the latter effect will dominate.

This overestimation is counter-balanced by the general effect of underestimation of the Domenico

solution. This means that in overlapping areas, the concentration may still be under-estimated

depending on how much the individual plumes overlap.

The only general conclusion that can be reached regarding the performance of the transport

model under heterogeneous conditions is that the model can be expected to produce a reasonable

estimate of the contaminant plume as long as the system under study does not deviate considerably

from the assumptions underlying the Domenico solution. However when comparing concentration
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values at specific locations, the issue of the Domenico solution producing shorter/wider plumes

remains.

Application of the model using parameter values from the literature to a study site (Waterside

Dr.) and comparing with real-world measurements shows that the model has the potential to predict

the general behavior of nitrate plumes. In order to realize this potential in the study site, model

calibration with site specific parameter values is required.

5.1.3 Denitrification Module

Load calculations are carried out by the denitrification module, which uses mass balance

considerations to determine the nitrate load to a target water body by calculating the input mass

load and mass removed due to denitrification. The nitrate load is calculated by considering the system

in the steady-state. The load is calculated by subtracting the mass removed due to denitrification

from the input mass due to advection and dispersion.

The results for an ideal case were compared to MT3DMS results for the same case. Preliminary

results indicate that for low denitrifcation rates, the load calculation algorithm approximates the

results from the numerical simulation well. For higher denitrification rates, the underestimation of

the concentration by the Domenico solution becomes evident, giving a maximum underestimation

of dentrification mass of about 30%. The estimation of the input load is generally better, around

9% overestimation in the worst case (overlapping plumes case), however the value can be over or

underestimated depending on the concentration gradients near the source. Part of this difference may

be attributable to the inexact representation in MT3DMS of the Domenico source plane. Another

possible reason is the lack of mass balance in the Domenico solution, stated by West et al. (2007),

which is manifested by the underestimation of concentration values. Finally, grid resolution affects

the input load, as shown by the MT3DMS simulation with a smaller grid size.

5.1.4 General Conclusions

The model, taken as a whole, has the potential to be a useful tool in providing quick estimates

of nitrate loads to surface water bodies due to its ease of use and low data requirements. Initial

feedback from the FDEP and others involved in subsurface contamination in Florida has been
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positive, with several commenting on the usefulness of having a modeling tool that can directly use

GIS data layers as input to the modeling process. As a result, further development of this tool is a

worthwhile endeavor.

It is important to note that due to the simplified nature of this model, exact agreement with

field data is an unrealistic expectation. Additionally, due to the approximate nature of the model,

results should be taken as a bulk estimate and not an exact prediction.

5.2 Future Work

There are many avenues for future work. For clarity, they have been separated into future work

related to the conceptual model, the algorithmic implementation, and model analysis.

5.2.1 Conceptual Model

Short Term. Due to the inaccuracy of the Domenico solution, it may be preferable to use

one of the alternate solutions presented in Section 3.1.3. Because all of the alternate solutions are

more computationally intensive than the Domenico solution, further investigation is required to

determine the impact they will have on computation speed.

Long Term. An improvement to the flow model could be achieved through the use of an

adaptive smoothing algorithm. In this algorithm, water table measurements could be used by

applying less smoothing where the water table is known to be shallow (an therefore more likely to

resemble the topography) and more smoothing would be applied to areas where the water table was

measured to be deeper. Another approach to would be to directly incorporate field measurements

of the water table using a method similar to the one presented by Desbarats et al. (2002). In

the method of Desbarats et al. (2002), head measurements were used in conjunction with DEM

information in a kriging model to obtain an estimate of the water table elevation.

According to the literature, the concept of biodegradation and the instantaneous reaction

approximation may be a better way of considering natural attenuation compared to first-order

decay. However, little research has been done regarding its application to nitrate attenuation via

the mechanism of denitrification. Additioallly, investigation is required to determine whether the

instantaneous reaction approximation is suitable for nitrate load calculations.
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Currently, the transport model is a steady-state, 2D model. Moving to a 3D transient state

model would be beneficial since it would allow for a more accurate representation of nitrate plumes

as well as allowing for the analysis of the plumes in early times. The feasibility of this improvement

needs to be further evaluated in terms of the computational impact on the model as well as the

impact on development time and budgetary constraints due to increased complexity

5.2.2 Implementation

Short Term. Due to the approximate nature of the Domenico solution, it may be preferable to

modify the load calculations to a flux-based approach. This would involve calculating the advective

and dispersive mass flux at the boundary of the water body. By calculating the flux in this way, it

would remove the requirement that the system be in the steady state, thereby enabling the analysis

of transient state cases. Additionally, this method of calculating load is transferable, without

modification, to other solution methods such as the instantaneous reaction model.

Long Term. Currently, the model can only calculate the load to a single water body. It

would be beneficial to calculate the load to multiple water bodies simultaneously, depending on

which water body the groundwater flow paths terminate. Enabling this functionality would present

challenges in the load calculation in its current formulation because the current formulation cannot

determine which septic tanks contribute to which water body, since the denitrification calculation is

performed on the combined concentration plumes.

The transport model is capable of considering limited heterogeneity in the source concentrations,

source dimensions, dispersivity values and decay constants by allowing each plume to have distinct

values (although the values remain constant for a given plume). This functionality is not fully

implemented in the software because it would increase the burden on the end user (in regards to

preparing input data), especially if the user wishes to set the parameters to be the same for all

sources. An improvement would be the ability to be able to input potentially distinct parameter

values for each source in addition to being able to set them to the same value, as is currently the

case.
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5.2.3 Analysis

Although each module was tested independently, a full evaluation of model performance using

a known solution of a more realistic system, would provide a better indicator of how the model

performs in real-world cases, given the various approximations in each submodule.

A model calibration should be carried out to improve the fit between measured and modeled

data for the Waterside Dr. test cases. Ideally, the model should be compared to a neighborhood

where nitrate loads to the target water body due to OWTS are known, however obtaining this data

may not be feasible.

Finally, a model uncertainty analysis, including a parameter sensitivity analysis, would prove

beneficial as it would provide further insight into model behavior.
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