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#### Abstract

Peridynamics is a recently developed theory of solid mechanics that replaces the partial differential equations (PDE) of classical continuum theories with integro-differential equations (IDE). We apply Finite Element Methods (FEM) as well as Discontinuous Galerkin Methods (DGM) to implement the peridynamic model. Since the integro-differential equations remain valid in the presence of discontinuities such as cracks, it has the potential to model fracture and damage with great generality. We use piecewise constant and discontinuous piecewise linear functions in regions where discontinuities may appear and continuous piecewise linear function in areas where the solutions is smooth and investigate how to combine these two methods. We are also interested in the choice of the horizon radius to implement the peridynamic model more accurately, cases when radius is fixed as a constant or as a function of grid distance are tested. Some theoretical analysis, i.e. existence and uniqueness of the solution and error estimation as well as numerical results for different cases are given.


Key words: peridynamics, discontinuous Galerkin methods, finite element methods

## 1 Introduction

Nonlocal theories in continuum mechanics have been introduced since at least the 1970s [ $18,19,25$ ] and have recently become topical again $[1-3,7,21,23,24,26,32,33]$. The peridynamics model [26] is one such nonlocal theory formulated to describe the formation of discontinuities in the displacement field such as cracks and fractures due to deformations. In contrast to the classical local theory and also most other nonlocal approaches, the peridynamic equation of motion is free of any spatial derivatives of displacement. The peridynamic model has been applied in several settings; see, e.g., $[4-6,15,16,27-30]$. Theoretical studies regarding the peridynamic model are found in, e.g., $[9,10,12,17,26,31,34-37]$ ) whereas its computational solution is considered in, e.g., [12,14-16,22, 29,35,36]. In particular, finite element discretizations are considered in [14,22,36].

[^0]In this paper, we study the use of continuous and discontinuous Galerkin finite element methods for discretizing a specific linear peridynamics model. In Section 2, we provide a short overview of bond-based peridynamics models including, in Section 2.2, the specific linearized peridynamics model for proportional microelastic materials. In Section 3, we list the data and exact solutions for the three one-dimensional problems we use to test the accuracy of the discretization methods we develop. Two of these problems have polynomial solutions so that they are smooth whereas the third problem has a solution containing a jump discontinuity. In Section 4, we first provide a variational formulation of a linear, one-dimensional peridynamics model. We then present the three finite element discretization methods we use in our computational studies: continuous piecewise-linear finite element spaces are used in Section 4.1 whereas discontinuous piecewise-constant and piecewise-linear finite element spaces are used in Sections 4.2 and 4.3, respectively. Results of computational experiments for the three test problems and for the three discretization schemes are provided and discussed in Sections 5.1 and 5.2. We compare the relative advantages and disadvantages of the three methods and study the their convergence behaviors. A particular focus of our study is the effects that different choices for the horizon radius, a parameter that appears in the definition of the model, have on the accuracy of the resulting approximations. Then, in Section 5.3, we introduce a hybrid method for which continuous basis functions are used everywhere except in a neighborhood of a jump discontinuity of the solution in which discontinuous basis functions are employed. In Section 6, we provide concluding remarks summarizing our conclusions and describing current and future work. Finally, in Appendix A, we discuss the well-posedness of the variational formulation given in Section 4; in particular, we show that associated bilinear form is continuous and coercive; see also $[10,12,17,35,36]$.

## 2 The peridynamics model

### 2.1 The general bond-based model

We follow the presentation of [26], the paper which introduced the peridynamics model. The acceleration of any particle at $\mathbf{x}$ in the reference configuration at time $t$ is given by

$$
\begin{equation*}
\rho \ddot{\mathbf{u}}(\mathbf{x}, t)=\int_{H_{\mathbf{x}}} f\left(\mathbf{u}\left(\mathbf{x}^{\prime}, t\right)-\mathbf{u}(\mathbf{x}, t), \mathbf{x}^{\prime}-\mathbf{x}\right) \mathrm{d} V_{\mathbf{x}^{\prime}}+\mathbf{b}(\mathbf{x}, t), \tag{2.1}
\end{equation*}
$$

where $H_{\mathbf{x}}$ denotes a neighborhood of $\mathbf{x}, \mathbf{u}$ the displacement vector field, $\mathbf{b}$ a prescribed body force density field, $\rho$ the mass density in the reference configuration, and $f$ a pairwise force function whose value is the force vector (per unit volume squared) that the particle located at $\mathbf{x}^{\prime}$ (in the reference configuration) exerts on the particle located at the point $\mathbf{x}$ (also in the reference configuration). The relative position $\xi$ of these two particles in the reference configuration is given by

$$
\begin{equation*}
\xi=\mathbf{x}^{\prime}-\mathbf{x}, \tag{2.2}
\end{equation*}
$$

and their relative displacement $\eta$ by

$$
\begin{equation*}
\eta=\mathbf{u}\left(\mathbf{x}^{\prime}, t\right)-\mathbf{u}(\mathbf{x}, t) . \tag{2.3}
\end{equation*}
$$

Note that $\eta+\boldsymbol{\xi}$ is the relative position vector between the two particles in the deformed (or current) configuration.

The direct physical interaction between the particles located at $\mathbf{x}$ and $\mathbf{x}^{\prime}$ is called a bond, or, in the special case of an elastic interaction to be defined below, a spring. The concept of a bond that extends over a finite distance is a fundamental difference between the peridynamic model and classical models for materials which are based on the idea of contact forces, i.e., interactions between particles that are in direct contact with each other.

It is convenient to assume that for a given material there is a positive number $\delta$, called the horizon, such that

$$
\begin{equation*}
|\xi|>\delta \quad \Rightarrow \quad f(\eta, \xi)=0 \quad \forall \eta \tag{2.4}
\end{equation*}
$$

which means that the particle $\mathbf{x}$ can not "see" beyond this horizon. In the sequel, we let $H_{\mathbf{x}}$ denote the spherical neighborhood of $\mathbf{x}$ in the body $R$ with radius $\delta$; see Figure 1.


Figure 1: Each point $\mathbf{x}$ in the body interacts directly with points in the sphere $H_{\mathbf{x}}$ through bonds.

The pairwise force function f is required to have the following properties:

$$
\begin{equation*}
f(-\eta,-\xi)=-f(\eta, \xi) \quad \forall \eta, \xi \tag{2.5}
\end{equation*}
$$

which assures conservation of linear momentum, and

$$
\begin{equation*}
(\boldsymbol{\xi}+\boldsymbol{\eta}) \times \boldsymbol{f}(\boldsymbol{\eta}, \boldsymbol{\xi})=0 \quad \forall \boldsymbol{\eta}, \boldsymbol{\xi} \tag{2.6}
\end{equation*}
$$

which assures conservation of angular momentum. The latter equation means that the force vector between two particles is parallel to their current relative position vector.

### 2.2 A linearized peridynamics model for microelastic materials

A material is said to be microelastic if the pairwise force function is derivable from a scalar micropotential $w$ :

$$
\begin{equation*}
f(\eta, \xi)=\frac{\partial w}{\partial \eta}(\eta, \xi) \quad \forall \eta, \xi . \tag{2.7}
\end{equation*}
$$

The micropotential is the energy in a single bond and has dimensions of energy per unit volume squared. The energy per unit volume in the body at a given point (i.e., the local strain energy density) is therefore found from

$$
\begin{equation*}
W=\frac{1}{2} \int_{H_{x}} w(\eta, \xi) \mathrm{d} V_{\boldsymbol{\xi}} . \tag{2.8}
\end{equation*}
$$

The factor of $1 / 2$ appears because each endpoint of a bond "owns" only half the energy in the bond.

If a body is composed of a microelastic material, the work done on it by external forces is stored in a recoverable form in much the same way as in classical theories of elasticity. Furthermore, it can be shown that the micropotential depends on the relative displacement vector $\eta$ only through the scalar distance between the deformed points. Thus, there is a scalar-valued function $\widehat{w}$ such that

$$
\begin{equation*}
\widehat{w}(y, \xi)=w(\eta, \xi) \quad \forall \eta, \xi, \quad y=|\eta+\xi| . \tag{2.9}
\end{equation*}
$$

Therefore, the interaction between any two points in a microelastic material may be thought of as an elastic (and possibly nonlinear) spring. The spring properties may depend on the separation vector $\xi$ in the reference configuration.

A linearized version of the peridynamic model for a microelastic material takes the form

$$
\begin{equation*}
f(\eta, \xi)=C(\xi) \eta \quad \forall \eta, \xi \tag{2.10}
\end{equation*}
$$

where $C$, the micromodulus function for the material, is a second-order tensor given by

$$
\begin{equation*}
C(\xi)=\frac{\partial f}{\partial \eta}(0, \xi) \quad \forall \xi . \tag{2.11}
\end{equation*}
$$

This function inherits the following requirement from (2.5):

$$
\begin{equation*}
C(-\boldsymbol{\xi})=C(\xi), \quad \forall \xi \tag{2.12}
\end{equation*}
$$

For the special case of proportional materials [11,13,26], it follows from (2.10)-(2.12) that

$$
\begin{equation*}
C(\xi)=c \frac{\xi \otimes \xi}{|\xi|^{3}}, \quad \text { i.e., } \quad C_{i j}(\xi)=c \frac{\xi_{i} \xi_{j}}{\left(\xi_{k} \xi_{k}\right)^{\frac{3}{2}}}, \tag{2.13}
\end{equation*}
$$

where the latter expression uses components in a Cartesian coordinate frame and where $c$ denotes a constant that depends again on the material but also on the dimension of the problem. For example, in one dimension, $c=18 k / 5 \delta^{2}$, where $k$ denotes the bulk modulus. The determination of $c$ is discussed in detail in [12] and the properties of $C$ are discussed in [26].

Combining (2.1), (2.10), and (2.13), the linearized peridynamic model for a proportional microelastic materials is given by the integro-differential equation

$$
\begin{equation*}
\rho \ddot{\mathbf{u}}(\mathbf{x}, t)=\int_{H_{\mathbf{x}}} c \frac{\left(\mathbf{x}^{\prime}-\mathbf{x}\right) \otimes\left(\mathbf{x}^{\prime}-\mathbf{x}\right)}{\left|\mathbf{x}^{\prime}-\mathbf{x}\right|^{3}}\left(\mathbf{u}\left(\mathbf{x}^{\prime}, t\right)-\mathbf{u}(\mathbf{x}, t)\right) \mathrm{d} V_{\mathbf{x}^{\prime}}+\mathbf{b}(\mathbf{x}, t) . \tag{2.14}
\end{equation*}
$$

In this paper, we consider the steady-state, one-dimensional model setting for which (2.14), along with a "boundary" condition, reduces to

$$
\left\{\begin{align*}
\frac{1}{\delta^{2}} \int_{x-\delta}^{x+\delta} \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime}=b(x), & x \in \Omega  \tag{2.15}\\
u(x)=g(x), & x \in \Gamma
\end{align*}\right.
$$

where, for convenience, we have set $\rho=1$ and $k=5 / 18$ and where

$$
\Omega=(\alpha, \beta), \quad \Omega^{\prime}=(\alpha-\delta, \beta+\delta), \quad \Gamma=\overline{\Omega^{\prime}} \backslash \Omega=[\alpha-\delta, \alpha] \cup[\beta, \beta+\delta] .
$$

The second equation in (2.15) plays a role analogous to that of a Dirichlet boundary condition in classical elasticity, i.e., it fixes the displacement at the "boundary." Because of the nonlocality of the peridynamic model, it is not enough to fix the displacement at the actual domain boundary, but instead the displacement should be fixed along a strip ( $\Gamma$ in (2.15)) along the boundary of thickness given by the horizon $\delta$; see $[17,26]$.

## 3 Model problems used in the computational experiments

For the computational experiments, we choose $\alpha=0$ and $\beta=1$ so that $\Omega=(0,1)$ and $\Omega^{\prime}=(-\delta, 1+\delta)$. We also use a uniform grid with spacing $h=2^{-\ell}$ for $\ell=3, \ldots, 10$.

We use the method of manufactured solutions to define problems for which we know the exact solution. In some cases, this construction is facilitated by the following observations. If we assume that $u(x)$ is sufficiently smooth and apply Taylor's theorem to the left-hand side of (2.15), we obtain

$$
\begin{equation*}
\frac{1}{\delta^{2}} \int_{x-\delta}^{x+\delta} \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime}=-\frac{1}{2} u^{\prime \prime}(x)-\frac{1}{48} u^{\prime \prime \prime \prime}(x) \delta^{2}+\cdots \tag{3.1}
\end{equation*}
$$

which we can use to determine the right-hand side $b(x)$ of (2.15) for polynomial exact solutions $u(x)$. For example, from (3.1),

$$
\begin{equation*}
\text { for } \quad u(x)=x(1-x), \text { we have } \quad b(x)=1 \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { for } \quad u(x)=x^{2}\left(1-x^{2}\right), \quad \text { we have } \quad b(x)=6 x^{2}+\frac{1}{2} \delta^{2}-1 . \tag{3.3}
\end{equation*}
$$

Note that unlike the right-hand side corresponding to the exact solution given in (3.2), the one given in (3.3) depends on the horizon $\delta$.

The exact solutions given in (3.2) and (3.3) are smooth and, of course, it is important to test a discretization method for the peridynamic model for such solutions. However, we also want to test discretization methods for problems with discontinuous solutions because one of the strengths of the peridynamic model is that it does not involve spatial derivatives so that is allows for solutions with jump discontinuities. Thus, we also test discretization methods for the exact solution

$$
u(x)= \begin{cases}x & \text { for } x<0.5  \tag{3.4}\\ x^{2} & \text { for } x>0.5\end{cases}
$$

shown in Figure 2 (left). Of course, we cannot use (3.1) to determine the corresponding right-hand side $b(x)$, so, by direct substitution, we determine it to be

$$
b(x)=\left\{\begin{array}{lr}
\begin{array}{lr}
0 & \text { for } x \in[0,0.5-\delta) \\
\frac{1}{2} \delta^{2}-\delta+\frac{3}{8}+\left(2 \delta-\frac{3}{2}-\ln \delta\right) x & \\
& +\left(\frac{3}{2}+\ln \delta\right) x^{2}-\left(x^{2}-x\right) \ln \left(\frac{1}{2}-x\right)
\end{array} & \text { for } x \in[0.5-\delta, 0.5) \\
\frac{1}{2} \delta^{2}-\delta+\frac{3}{8}+\left(2 \delta+\frac{3}{2}+\ln \delta\right) x & \\
1 & -\left(\frac{3}{2}+\ln \delta\right) x^{2}+\left(x^{2}-x\right) \ln \left(x-\frac{1}{2}\right) \\
1 & \text { for } x \in(0.5,0.5+\delta) \\
\text { for } x \in[0.5+\delta, 1.0] .
\end{array}\right.
$$

For $\delta=0.3$, a plot of this function is given Figure in 2 (right).


Figure 2: Left: the discontinuous solution (3.4); right: the corresponding forcing function $b(x)$.

## 4 Galerkin finite element discretization

Define the affine space $S_{g}=\left\{u(x) \in L_{2}\left(\Omega^{\prime}\right) \mid u(x)=g(x)\right.$ a.e. on $\left.\Gamma\right\}$ and the space $S_{0}=$ $\left\{v(x) \in L_{2}\left(\Omega^{\prime}\right) \mid v(x)=0\right.$ on $\left.\Gamma\right\}$ and denote the inner product on $L^{2}(\Omega)$ by $(u(x), v(x))=$ $\int_{\alpha}^{\beta} u(x) v(x) \mathrm{d} x$. Then, a variational formulation for (2.15) is given by

$$
\left\{\begin{array}{l}
\text { given } b(x) \in L^{2}(\Omega) \text { and } g(x) \in L^{2}(\Gamma), \text { seek } u(x) \in S_{g} \text { satisfying }  \tag{4.1}\\
\frac{1}{\delta^{2}}\left(\int_{x-\delta}^{x+\delta} \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime}, v(x)\right)=(b(x), v(x)) \quad \forall v(x) \in S_{0}
\end{array}\right.
$$

Let $S^{h} \subset L^{2}\left(\Omega^{\prime}\right)$ denote a family of finite-dimensional subspaces parameterized by a parameter $h$. For $x \in \Gamma$, let $g^{h}(x)$ denote an approximation of $g(x)$; if $g(x)$ is sufficiently smooth, we can choose $\left.g^{h}(x) \in S^{h}\right|_{\Gamma}$ to be an interpolant of $g(x)$; otherwise, we can choose $\left.g^{h}(x) \in S^{h}\right|_{\Gamma}$ to be the $L^{2}(\Gamma)$ projection of $g(x)$. We then define the affine space $S_{g}^{h}=\left\{u^{h}(x) \in\right.$ $S^{h} \mid u^{h}(x)=g^{h}(x)$ a.e. on $\left.\Gamma\right\}$ and the subspace $S_{0}^{h}=\left\{v^{h} \in S^{h} \mid v^{h}=0\right.$ on $\left.\Gamma\right\} \subset S_{0}$. Then, the Galerkin approximation to (4.1) is given by

$$
\left\{\begin{array}{l}
\text { given } b(x) \in L^{2}(\Omega) \text { and } g^{h}(x) \in S_{0}^{h}, \text { seek } u^{h}(x) \in S_{g}^{h} \text { satisfying }  \tag{4.2}\\
\frac{1}{\delta^{2}}\left(\int_{x-\delta}^{x+\delta} \frac{u^{h}(x)-u^{h}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime}, v^{h}(x)\right)=\left(b(x), v^{h}(x)\right) \quad \forall v^{h}(x) \in S_{0}^{h}
\end{array}\right.
$$

Define a partition of $\Omega^{\prime}=[\alpha-\delta, \beta+\delta]$ such that $x=\alpha-\delta, \alpha, \beta$, and $\beta+\delta$ are all nodes of the partition, i.e., we have, for given positive integers $K$ and $N$,

$$
\begin{equation*}
\alpha-\delta=x_{-K}<\cdots<x_{-1}<\alpha=x_{0}<x_{1}<\cdots<x_{N}<x_{N+1}=\beta<x_{N+2}<\cdots<x_{N+K+1}=\beta+\delta . \tag{4.3}
\end{equation*}
$$

Then $h$ denotes the maximum length of any of the subintervals $\left(x_{j}, x_{j+1}\right), j=-K, \ldots, K+N$.

### 4.1 Continuous piecewise-linear finite element spaces

We choose $S^{h}$ to be the space of continuous piecewise-linear polynomials defined with respect to the partition (4.3). We also choose the standard "hat" functions as a basis $\left\{\phi_{j}(x)\right\}_{j=-K}^{N+K+1}$ for $S^{h}$.

Let $u^{h}(x)=\sum_{j=-K}^{N+K+1} u_{j} \phi_{j}(x)$ and, for $i=1, \ldots, N$, let $v^{h}(x)=\phi_{i}(x)$. Then, (4.2) is equivalent to

$$
\begin{equation*}
\frac{1}{\delta^{2}} \sum_{j=-K}^{N+K+1} u_{j}\left(\int_{x-\delta}^{x+\delta} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime}, \phi_{i}(x)\right)=\left(b(x), \phi_{i}(x)\right) \quad \text { for } i=1, \ldots, N, \tag{4.4}
\end{equation*}
$$

where $u_{j}=g^{h}\left(x_{j}\right)$ for $j=-K, \ldots, 0$ and $j=N+1, \ldots, N+K+1$. Because $g^{h}(x)$ is determined (by interpolation or projection) from the "boundary" data $g(x)$, these coefficients are determined from that data; in particular, if it is possible to use the $\left.S^{h}\right|_{\Gamma}$ interpolant, we have
$u_{j}=g\left(x_{j}\right)$ for the indicated values of $j$. Let the entries of the $N \times N$ matrix $\mathbb{A}$ be defined by

$$
\begin{equation*}
\mathbb{A}_{i j}=\frac{1}{\delta^{2}}\left(\int_{x-\delta}^{x+\delta} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime}, \phi_{i}(x)\right) \quad \text { for } i, j=1, \ldots, N \tag{4.5}
\end{equation*}
$$

and let the components of the $N$-vector $\mathbf{b}$ be defined by

$$
\begin{align*}
\mathbf{b}_{i}=(b(x) & \left., \phi_{i}(x)\right)-\sum_{j=-K}^{0} g_{h}\left(x_{j}\right)\left(\int_{x-\delta}^{x+\delta} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime}, \phi_{i}(x)\right) \\
& -\sum_{j=N+1}^{N+K+1} g_{h}\left(x_{j}\right)\left(\int_{x-\delta}^{x+\delta} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime}, \phi_{i}(x)\right) \text { for } i=1, \ldots, N . \tag{4.6}
\end{align*}
$$

Also, let the entries of the $N$-vector $\mathbf{U}$ of unknown coefficients be defined by $\mathbf{U}_{j}=u_{j}$ for $j=1, \ldots, N$. Then, the linear system (4.4) can be expressed in the form

$$
\begin{equation*}
\mathbb{A} \mathbf{U}=\mathbf{b} \tag{4.7}
\end{equation*}
$$

From the results given in Appendix $A$, it is easily shown that the matrix $\mathbb{A}$ is symmetric and positive definite so that the linear system (4.7), or equivalently, (4.4), has a unique solution which implies that the finite element approximation $u^{h}(x)$ determined from (4.2) is uniquely defined.

Due to the nonlocality of the peridynamic model, the matrix $\mathbb{A}$ is, in general, not tridiagonal, even though the basis functions are the piecewise linear hat functions. The right-hand side of (4.5) is a double integral, i.e., we have

$$
\begin{equation*}
\mathbb{A}_{i j}=\frac{1}{\delta^{2}} \int_{x_{i-1}}^{x_{i+1}} \phi_{i}(x) \int_{x-\delta}^{x+\delta} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x \quad \text { for } i, j=1, \ldots, N, \tag{4.8}
\end{equation*}
$$

where we have used the fact that the basis functions $\phi_{i}(x)$ has support on the interval $\left(x_{i-1}, x_{i+1}\right)$, i.e., $\phi_{i}(x)=0$ whenever $x \notin\left(x_{i-1}, x_{i+1}\right)$. We also have that

$$
\int_{x-\delta}^{x+\delta} \frac{\phi_{j}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \neq 0 \quad \text { for all } j \text { such that } \quad \operatorname{supp}\left\{\phi_{j}\left(x^{\prime}\right)\right\} \in(x-\delta, x+\delta)
$$

Suppose the partition (4.3) is uniform so that $x_{j}=j h$ for $j=-K, \ldots, N+K+1$ and suppose $\delta>h$. Then, we have that $\left(x_{j}, x_{j+1}\right) \subset(x-\delta, x+\delta)$ so that for $j=i+2$ and perhaps for larger $j$, we have that $\mathbb{A}_{i j} \neq 0$ and likewise for $j=i-2$ and perhaps for smaller $j$. For example, if we choose $\delta$ such that $\delta=M h$ for a fixed integer $M$, we have that
$\mathbb{A}_{i j}=0 \quad$ if $\quad j>i+M+1$ or $j<i-M-1 \quad$ and $\quad \mathbb{A}_{i j} \neq 0 \quad$ if $\quad i-M-1 \leq j \leq i+M+1$,
so that $\mathbb{A}$ is a banded matrix with fixed upper and lower half-bandwidth $M+1$ for any $h$. On the other hand, if the horizon $\delta$ is fixed independent of $h$, then the half-bandwidths increase as $h$ decreases. For example, if we choose a sequence of decreasing grid spacings
$h=\delta / m$ with $\delta$ independent of $h$ and $m$ an increasing sequence of integers, then the halfbandwidths increase linearly with $m$.

In general, both the inner and outer integrals in (4.8) have to be approximated by quadrature rules. If one applies a quadrature rule defined with respect to the interval $(x-\delta, x+\delta)$ to the inner integral, it is possible, because of the denominator $\left|x-x^{\prime}\right|$, that the integrand is singular at one of the quadrature points. To guarantee that this does not occur, e.g., for the diagonal entries $\mathbb{A}_{j j}$, we split the double integral into 8 terms:

$$
\begin{aligned}
\delta^{2} A_{j j}= & \int_{x_{j-1}}^{x_{j+1}} \phi_{j}(x) \int_{x-\delta}^{x+\delta} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x \\
= & \int_{x_{j-1}}^{x_{j}} \phi_{j}^{2}(x) \int_{x-\delta}^{x_{j-1}} \frac{1}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x+\int_{x_{j-1}}^{x_{j}} \phi_{j}(x) \int_{x_{j-1}}^{x} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x \\
& +\int_{x_{j-1}}^{x_{j}} \phi_{j}(x) \int_{x}^{x_{j}} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{x^{\prime}-x} \mathrm{~d} x^{\prime} \mathrm{d} x+\int_{x_{j-1}}^{x_{j}} \phi_{j}(x) \int_{x_{j}}^{x+\delta} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{x^{\prime}-x} \mathrm{~d} x^{\prime} \mathrm{d} x \\
& +\int_{x_{j}}^{x_{j+1}} \phi_{j}(x) \int_{x-\delta}^{x_{j}} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x+\int_{x_{j}}^{x_{j+1}} \phi_{j}(x) \int_{x_{j}}^{x} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x \\
& +\int_{x_{j}}^{x_{j+1}} \phi_{j}(x) \int_{x}^{x_{j+1}} \frac{\phi_{j}(x)-\phi_{j}\left(x^{\prime}\right)}{x^{\prime}-x} \mathrm{~d} x^{\prime} \mathrm{d} x+\int_{x_{j}}^{x_{j+1}} \phi_{j}^{2}(x) \int_{x_{j+1}}^{x+\delta} \frac{1}{x^{\prime}-x} \mathrm{~d} x^{\prime} \mathrm{d} x .
\end{aligned}
$$

Then, if we use Gauss quadrature rules to approximate each of the outer and inner integrals, we avoid the possibility of the integrand being singular. A similar splitting, with fewer terms, is done for the off-diagonal entries.

### 4.2 Discontinuous piecewise-constant finite element spaces

The peridynamic model does not contain spatial derivatives of the solution so that finite element spaces consisting of functions with jump discontinuities are conforming for the variational formulation of the peridynamic model. Thus, we also consider such discontinuous finite element spaces for obtaining approximate solutions of the peridynamic model.

We again use the uniform partition of $\Omega^{\prime}$ defined in (4.3). Then, the simplest choice of basis functions for discontinuous Galerkin methods are the piecewise constants, i.e.,

$$
\phi_{j}(x)=\left\{\begin{array}{ll}
1 & \text { for } x \in\left(x_{j-1}, x_{j}\right) \\
0 & \text { otherwise }
\end{array} \quad \text { for } j=-K+1, \ldots, K+N+1 .\right.
$$

Through the same process as for the continuous piecewise linear functions, we are led to a linear system of the type (4.7), where now $\mathbb{A}$ is an $(N+1) \times(N+1)$ matrix and $\mathbf{U}$ and $\mathbf{b}$
are $(N+1)$-vectors. The diagonal entries of the matrix $\mathbb{A}$ are now given by

$$
\begin{align*}
\delta^{2} \mathbb{A}_{i i}= & \int_{x_{i-1}}^{x_{i}} \int_{x-\delta}^{x+\delta} \frac{\phi_{i}(x)-\phi_{i}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x=\int_{x_{i-1}}^{x_{i}} \int_{x-\delta}^{x+\delta} \frac{1}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x  \tag{4.9}\\
& -\int_{x_{i-1}}^{x_{i}} \int_{\max \left(x_{i-1}, x-\delta\right)}^{\min \left(x_{i}, x+\delta\right)} \frac{1}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x \quad \text { for } i=1, \ldots, N+1,
\end{align*}
$$

where we have used the fact that $\phi_{i}(x)=1$ within its support interval ( $x_{i-1}, x_{i}$ ) and vanishes elsewhere. The off-diagonal entries are given by, as long as $\max \left(x_{j-1}, x-\delta\right)<$ $\min \left(x_{j}, x+\delta\right)$,

$$
\begin{equation*}
\delta^{2} \mathbb{A}_{i j}=-\int_{x_{i-1}}^{x_{i}} \int_{\max \left(x_{j-1}, x-\delta\right)}^{\min \left(x_{j}, x+\delta\right)} \frac{1}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x \quad \text { for } i, j=1, \ldots, N+1, j \neq i, \tag{4.10}
\end{equation*}
$$

where we have also used the facts that $\phi_{j}(x)=0$ for $x \in\left(x_{i-1,}, x_{i}\right)$ when $j \neq i$ and that $\phi_{j}\left(x^{\prime}\right)=1$ within its support interval $\left(x_{j-1}, x_{j}\right)$ and vanishes elsewhere. If $\max \left(x_{j-1}, x-\right.$ $\delta) \geq \min \left(x_{j}, x+\delta\right)$, we have that $\mathbb{A}_{i j}=0$. Clearly, $\mathbb{A}$ is a banded matrix and again, if $\delta$ is fixed independent of $h$, the bandwidth increases as $h$ is decreases, whereas, if $\delta$ is a multiple of $h$, the bandwidth remains fixed as $h$ is decreases.

An important observation about discontinuous Galerkin methods for the peridynamic model is that, unlike the case for the applications of such methods to elliptic partial differential equation problems, there is no need to include "jump" terms that explicitly account for the continuity of fluxes across element boundaries. Of course, this is a result of the fact that discontinuous finite element spaces are conforming for the variational formulation of the peridynamic model.

### 4.3 Discontinuous piecewise-linear finite element spaces

Once again we use the uniform partition of $\Omega^{\prime}$ defined in (4.3). A basis for the space of discontinuous piecewise-linear discontinuous basis function is given by

$$
\phi_{2 j}(x)= \begin{cases}\frac{x_{j}-x}{x_{j}-x_{j-1}} & \text { for } x \in\left(x_{j-1}, x_{j}\right) \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\phi_{2 j+1}(x)= \begin{cases}\frac{x-x_{j-1}}{x_{j}-x_{j-1}} & \text { for } x \in\left(x_{j-1}, x_{j}\right) \\ 0 & \text { otherwise }\end{cases}
$$

for $j=-K+1, \ldots, K+N+1$. Now $\mathbb{A}$ is an $(2 N+2) \times(2 N+2)$ matrix and $\mathbf{U}$ and $\mathbf{b}$ are $(2 N+2)$-vectors. For the sake of brevity, we do not write down formulas for the entries of the matrix $\mathbb{A}$.

An important observation is that the space of discontinuous piecewise-linear functions contains the space of continuous piecewise-linear functions. Obviously, the same cannot be said for the space of discontinuous piecewise-constant functions.

## 5 Computational results

We present results of computational experiments for each of the model problems having solutions (3.2)-(3.4) and for each of the three discretization schemes discussed in Sections 4.1-4.3. Moreover, we examine both the case for which the horizon $\delta$ depends on the grid spacing $h$ and when it is fixed independent of $h$. Note that in [26], it is recommended to choose the horizon $\delta=3 \mathrm{~h}$ so that the horizon depends on the grid spacing. One advantage of such a choice is that the bandwidth of the matrix $\mathbb{A}$ remains fixed as $h$ decreases.

We note that the computational results present here for the discontinuous exact solution (3.4) use a "best-case scenario' in the sense that we place a grid point exactly at the location of the point of discontinuity of the solution. We see that even in this case, there are significant differences in the performance of the different finite element methods we test. In practice, it may not be possible to determine the exact location of the points or surfaces of discontinuity in a solution; in such cases, it may be necessary to appropriately refine the grid near such points in order to obtain the levels of accuracy attainable when one knows the exact locations of discontinuities. An adaptive strategy can be easily defined to determine the regions in which such grid refinement are needed. ${ }^{\dagger}$

We will draw several tentative conclusions from the computational results. Of course, many more extensive computational studies and numerical analyses need be done, especially in two and three dimensions and for nonlinear problems, before these conclusions can be made more definitive.

### 5.1 Continuous piecewise-linear finite elements

We begin with the continuous piecewise-linear finite element discretization discussed in Section 4.1.

Smooth exact solutions with horizon dependent on the grid size. Following the suggestion made in [26], we first examine the convergence of the continuous piecewise-linear finite element approximation in case the horizon $\delta$ is chosen proportional to the grid size $h$. Specifically, for the exact solution given in (3.2), we present, in Table 1, results for $\delta=3 h$ and, in Figure 3, results for $\delta=2 h, 3 h$, and $4 h$. In the table and figure, we provide the $L^{2}(\Omega)$ and $L^{\infty}(\Omega)$ norms and the $H^{1}(\Omega)$ semi-norms of the error for a sequence of grid sizes and the corresponding rates of convergence. Similar information is provided in Table 2 and Figure 3 for the exact solution given in (3.3).

Smooth exact solutions with horizon fixed independent of the grid size. If one takes the view that the horizon $\delta$ is a material parameter, then its value should not depend on any discretization parameter, including the grid size $h$. Thus, we also examine errors and

[^1]convergence rates for cases in which the value of the horizon $\delta$ is fixed independent of $h$. Recall that, in this case, the bandwidth of the matrix $\mathbb{A}$ increases as $h$ decreases. Results are provided for the exact solutions given in (3.2) and (3.3) in Tables 3 and 4 for $\delta=0.001$ and in Figure 4 for $\delta=0.1,0.01$, and 0.001 . Note that $h<\delta$ for some values of $h$ and $h>\delta$ for others.

Discontinuous exact solutions with horizon dependent on the grid size. We next examine the convergence of continuous piecewise-linear finite element discretizations for the problem having the exact solution given in (3.4) that has a jump discontinuity. We first consider, as we did for the continuous exact solution experiments, the case of the horizon $\delta$ being proportional to the grid size $h$. Results are provided on the left of Table 5 and in Figure 5. Errors with respect to the $H^{1}$-semi norm are not provided because the exact solution does not belong to $H^{1}(\Omega)$.

Discontinuous exact solutions with horizon fixed independent of the grid size. Next, we consider the same case as that of the previous paragraph, but now we keep the value of the horizon $\delta$ fixed independent of the grid size $h$. Results are provided on the right of Table 5 and in Figure 5. Again, errors with respect to the $H^{1}$-semi norm are not provided because the exact solution does not belong to $\vec{H}^{1}(\Omega)$.

### 5.1.1 Discussion

Based on the results presented in Tables 1-5 and Figures 3-5, we make the following observations.

- For smooth solutions such as the ones given in (3.2) and (3.3), continuous piecewiselinear finite element approximations of the linear peridynamic model (2.15) converge at the optimal rates, i.e., the $L^{2}$ and $L^{\infty}$ errors are of roughly order $O\left(h^{2}\right)$ and the $H^{1}$ errors are of roughly order $O(h)$. This statement is true both if the horizon $\delta$ is chosen proportional to the grid size $h$ or if it is chosen fixed independent of $h$. In the case for which $\delta$ is fixed, the optimal convergence rates are attained for both $\delta<h$ and $\delta>h$.
- For smooth solutions, the rates of convergence attained by continuous piecewiselinear finite element approximations of the linear peridynamic model are the same as those obtained from the analogous finite element discretization of linear classical elastic models.
- For solutions containing jump discontinuities such as the one given in (3.4), continuous piecewise-linear finite element approximations of the linear peridynamic model (2.15) are seriously compromised, even though we are placing a grid point exactly at the point of discontinuity of the exact solution. The $L^{2}$ errors are of $O\left(h^{1 / 2}\right)$ and there is no convergence with respect to the $L^{\infty}$ norm. This statement is
true both if the horizon $\delta$ is chosen proportional to the grid size $h$ or if it is chosen fixed independent of $h$.
- For solutions with jump discontinuities, the $L^{2}$ rate of convergence is optimal, given that the exact solution belongs to $H^{1 / 2-\epsilon}(\Omega)$ for any $\epsilon>0$, but is no smoother than that. This is also the rate obtained from the analogous finite element discretization of linear classical elastic models.

The fact that, for smooth solutions, optimally accurate approximations are obtained even for $\delta<h$ is noteworthy. For such $\delta$, the peridynamic model essentially becomes a local model so that one sees that smooth solutions are basically obtainable from local models. Thus, for such solutions, one may as well use classical elastic models. From the accuracy point of view, there also seems to be little advantage, relative to classical elastic models, to using the peridynammics model for problems with smooth solutions. Another interpretation of fact that, for smooth solutions, optimally accurate solutions are obtained for any choice of $\delta$ is that, in such a case, $\delta$ should not be interpreted as being a material parameter and thus can be chosen for convenience, e.g., to minimize bandwidth or to simplify the coupling of the continuum peridynamic model to atomistic models.

For solutions containing jump discontinuities, the use of continuous piecewise-linear finite element discretizations of the linear peridynamic model also offers no advantage over using the same type of discretization for classical elastic models. For both models, the approximations are similarly compromised.

We note that, at least with respect to the $L^{2}(\Omega)$ norm, the rates of convergence given in the tables and figures ${ }^{\ddagger}$ for the cases for which the horizon $\delta$ is chosen independent of the grid size $h$ should be provable. In Appendix A, it is shown that the bilinear form associated with the variational formulation (4.1) is continuous and coercive with respect to the peridynamic "energy" norm defined in (A.1). Further, in [10], it is further shown that, for the particular linear peridynamic model considered here, that norm is equivalent to the $L^{2}(\Omega)$ norm. Then, standard finite element analyses should yield, for continuous piecewise linear-approximations,

$$
\begin{equation*}
\left\|u-u^{h}\right\|_{L^{2}(\Omega)} \leq C h^{\min \{s, 2\}}\|u\|_{H^{s}(\Omega)} \tag{5.1}
\end{equation*}
$$

where $H^{s}(\Omega)$ denotes the standard Sobolev space. For the exact solutions given in (3.2) and (3.3), we have that $\min \{s, 2\}=2$ whereas for the exact solution given in (3.4), we have $\min \{s, 2\}=\frac{1}{2}-\epsilon$. The rates of convergence given in the appropriate tables and figures are entirely consistent with this estimate.

[^2]Table 1: Errors and convergence rates of continuous piecewise-linear approximations for $\delta=3 h$ for the smooth exact solution (3.2).

| $h$ |
| :---: |
| $2^{-3}$ |
| $2^{-4}$ |
| $2^{-5}$ |
| $2^{-6}$ |
| $2^{-7}$ |
| $2^{-8}$ |
| $2^{-9}$ |
| $2^{-10}$ |


| $L^{2}$ |  | $L^{\infty}$ |  | $H^{1}$ |  |
| :--- | :---: | :--- | :---: | :--- | :---: |
| Error | Rate | Error | Rate | Error | Rate |
| $2.50 \mathrm{E}-3$ | - | $3.90 \mathrm{E}-3$ | - | $6.25 \mathrm{E}-2$ | - |
| $6.67 \mathrm{E}-4$ | 1.91 | $9.76 \mathrm{E}-4$ | 2.00 | $3.38 \mathrm{E}-2$ | 0.89 |
| $1.73 \mathrm{E}-4$ | 1.95 | $2.44 \mathrm{E}-4$ | 2.00 | $1.75 \mathrm{E}-2$ | 0.95 |
| $4.38 \mathrm{E}-5$ | 1.98 | $6.10 \mathrm{E}-5$ | 2.00 | $8.90 \mathrm{E}-3$ | 0.98 |
| $1.10 \mathrm{E}-5$ | 1.99 | $1.52 \mathrm{E}-5$ | 2.00 | $4.50 \mathrm{E}-3$ | 0.98 |
| $2.70 \mathrm{E}-6$ | 2.00 | $3.81 \mathrm{E}-6$ | 2.00 | $2.20 \mathrm{E}-3$ | 1.03 |
| $6.26 \mathrm{E}-7$ | 2.01 | $9.52 \mathrm{E}-7$ | 2.00 | $1.10 \mathrm{E}-3$ | 1.00 |
| $1.13 \mathrm{E}-7$ | 2.03 | $2.38 \mathrm{E}-7$ | 2.00 | $5.63 \mathrm{E}-4$ | 0.97 |



Figure 3: $L^{2}, L^{\infty}$, and $H^{1}$ errors vs. $N=1 / h$ for continuous piecewise linear approximations for $\delta=2 h, 3 h$, and $4 h$, left: exact solution (3.2); right: exact solution (3.3).

Table 2: Errors and convergence rates of continuous piecewise-linear approximations for $\delta=3 h$ for the smooth exact solution (3.3).


| $L^{2}$ |  | $L^{\infty}$ |  | $H^{1}$ |  |
| :--- | :---: | :--- | :--- | :--- | :--- |
| Error | Rate | Error | Rate | Error | Rate |
| $6.40 \mathrm{E}-3$ | - | $1.52 \mathrm{E}-2$ | - | $9.51 \mathrm{E}-2$ | - |
| $1.70 \mathrm{E}-3$ | 1.91 | $4.30 \mathrm{E}-3$ | 1.82 | $6.02 \mathrm{E}-2$ | 0.66 |
| $4.36 \mathrm{E}-4$ | 1.96 | $1.10 \mathrm{E}-3$ | 1.97 | $3.35 \mathrm{E}-2$ | 0.85 |
| $1.11 \mathrm{E}-4$ | 1.97 | $2.96 \mathrm{E}-4$ | 1.89 | $1.76 \mathrm{E}-2$ | 0.93 |
| $2.80 \mathrm{E}-5$ | 1.99 | $7.51 \mathrm{E}-5$ | 1.98 | $9.00 \mathrm{E}-3$ | 0.98 |
| $7.03 \mathrm{E}-6$ | 1.99 | $1.89 \mathrm{E}-5$ | 1.99 | $4.60 \mathrm{E}-3$ | 0.97 |
| $1.76 \mathrm{E}-6$ | 2.00 | $4.75 \mathrm{E}-6$ | 1.99 | $2.30 \mathrm{E}-3$ | 1.00 |
| $4.34 \mathrm{E}-7$ | 2.02 | $1.19 \mathrm{E}-6$ | 2.00 | $1.10 \mathrm{E}-3$ | 1.06 |

Table 3: Errors and convergence rates of continuous piecewise-linear approximations for $\delta=0.001$ for the smooth exact solution (3.2).


| $L^{2}$ |  | $L^{\infty}$ |  | $H^{1}$ |  |
| :--- | :---: | :--- | :--- | :--- | :--- |
| Error | Rate | Error | Rate | Error | Rate |
| $2.50 \mathrm{E}-3$ | - | $4.00 \mathrm{E}-3$ | - | $6.25 \mathrm{E}-2$ | - |
| $6.59 \mathrm{E}-4$ | 1.92 | $9.72 \mathrm{E}-4$ | 2.04 | $3.38 \mathrm{E}-2$ | 0.89 |
| $1.71 \mathrm{E}-4$ | 1.95 | $2.44 \mathrm{E}-4$ | 2.00 | $1.75 \mathrm{E}-2$ | 0.95 |
| $4.32 \mathrm{E}-5$ | 1.98 | $6.09 \mathrm{E}-5$ | 2.00 | $8.90 \mathrm{E}-3$ | 0.98 |
| $1.11 \mathrm{E}-5$ | 1.96 | $1.54 \mathrm{E}-5$ | 1.99 | $4.50 \mathrm{E}-3$ | 0.98 |
| $2.80 \mathrm{E}-6$ | 1.99 | $3.85 \mathrm{E}-6$ | 2.00 | $2.20 \mathrm{E}-3$ | 1.03 |
| $7.01 \mathrm{E}-7$ | 1.98 | $9.74 \mathrm{E}-7$ | 1.98 | $1.10 \mathrm{E}-3$ | 1.00 |
| $1.75 \mathrm{E}-7$ | 2.02 | $2.37 \mathrm{E}-7$ | 2.04 | $5.63 \mathrm{E}-4$ | 0.97 |

Table 4: Errors and convergence rates of continuous piecewise-linear approximations for $\delta=0.001$ for the smooth exact solution (3.3).


| $L^{2}$ |  | $L^{\infty}$ |  | $H^{1}$ |  |
| :--- | :---: | :--- | :--- | :--- | :--- |
| Error | Rate | Error | Rate | Error | Rate |
| $3.90 \mathrm{E}-3$ | - | $1.18 \mathrm{E}-2$ | - | $9.50 \mathrm{E}-2$ | - |
| $1.30 \mathrm{E}-3$ | 1.70 | $3.80 \mathrm{E}-3$ | 1.63 | $6.02 \mathrm{E}-2$ | 0.66 |
| $3.28 \mathrm{E}-4$ | 1.87 | $1.10 \mathrm{E}-3$ | 1.79 | $3.35 \mathrm{E}-2$ | 0.85 |
| $8.76 \mathrm{E}-5$ | 1.90 | $2.88 \mathrm{E}-4$ | 1.93 | $1.76 \mathrm{E}-2$ | 0.93 |
| $2.31 \mathrm{E}-5$ | 1.92 | $7.43 \mathrm{E}-5$ | 1.96 | $9.00 \mathrm{E}-3$ | 0.97 |
| $6.01 \mathrm{E}-6$ | 1.94 | $1.88 \mathrm{E}-5$ | 1.98 | $4.60 \mathrm{E}-3$ | 0.97 |
| $1.60 \mathrm{E}-6$ | 1.91 | $4.78 \mathrm{E}-6$ | 1.99 | $2.30 \mathrm{E}-3$ | 1.00 |
| $3.77 \mathrm{E}-7$ | 2.09 | $1.18 \mathrm{E}-6$ | 2.01 | $1.20 \mathrm{E}-3$ | 0.94 |



Figure 4: $L^{2}, L^{\infty}$, and $H^{1}$ errors vs. $N=1 / h$ for continuous piecewise linear approximations for $\delta=0.1,0.01$, and 0.001 , left: exact solution (3.2); right: exact solution (3.3).

Table 5: Errors and convergence rates of continuous piecewise-linear approximations for the discontinuous exact solution (3.4).

| $h$ |
| :---: |
| $2^{-3}$ |
| $2^{-4}$ |
| $2^{-5}$ |
| $2^{-6}$ |
| $2^{-7}$ |
| $2^{-8}$ |
| $2^{-9}$ |
| $2^{-10}$ |


| $\delta=3 h$ |  |  |  |
| :--- | :---: | :---: | :---: |
| $L^{2}$ |  | $\overline{L^{\infty}}$ |  |
| Error | Rate | Error | Rate |
| $3.40 \mathrm{E}-2$ | - | $1.25 \mathrm{E}-1$ | - |
| $2.38 \mathrm{E}-2$ | 0.52 | $1.25 \mathrm{E}-1$ | 0 |
| $1.68 \mathrm{E}-2$ | 0.52 | $1.25 \mathrm{E}-1$ | 0 |
| $1.19 \mathrm{E}-2$ | 0.50 | $1.25 \mathrm{E}-1$ | 0 |
| $0.84 \mathrm{E}-2$ | 0.50 | $1.25 \mathrm{E}-1$ | 0 |
| $0.59 \mathrm{E}-2$ | 0.50 | $1.25 \mathrm{E}-1$ | 0 |
| $0.42 \mathrm{E}-2$ | 0.49 | $1.25 \mathrm{E}-1$ | 0 |
| $0.30 \mathrm{E}-2$ | 0.49 | $1.25 \mathrm{E}-1$ | 0 |


| $\delta=0.001$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $3.68 \mathrm{E}-2$ | - | $1.25 \mathrm{E}-1$ | - |
| $2.56 \mathrm{E}-2$ | 0.52 | $1.25 \mathrm{E}-1$ | 0 |
| $1.80 \mathrm{E}-2$ | 0.51 | $1.25 \mathrm{E}-1$ | 0 |
| $1.27 \mathrm{E}-2$ | 0.50 | $1.25 \mathrm{E}-1$ | 0 |
| $0.90 \mathrm{E}-2$ | 0.50 | $1.25 \mathrm{E}-1$ | 0 |
| $0.63 \mathrm{E}-2$ | 0.52 | $1.25 \mathrm{E}-1$ | 0 |
| $0.44 \mathrm{E}-2$ | 0.52 | $1.25 \mathrm{E}-1$ | 0 |
| $0.30 \mathrm{E}-2$ | 0.55 | $1.25 \mathrm{E}-1$ | 0 |



Figure 5: $L^{2}$ and $L^{\infty}$ errors vs. $N=1 / h$ for continuous piecewise linear approximations for the discontinuous exact solution (3.4); left: $\delta=2 h, 3 h$, and $4 h$; right: $\delta=0.1,0.01$, and 0.001 .

### 5.2 Discontinuous Galerkin methods

The results provided in Section 5.1 indicate that continuous Galerkin finite element methods are safe to use within the peridynamic framework for problems having smooth solutions but are practically useless for problems with solutions containing jump discontinuities. $\S$ Problems with smooth solutions can often be handled by classical elasticity models, e.g., local partial differential equation models, so that there may little advantage to using the peridynamic model in that setting. However, problems with discontinuous solutions are exactly the setting in which peridynamics offers an advantage over classical elasticity, so developing effective finite element discretization schemes in this setting is of substantial interest. Because, in the peridynamic setting, the use of continuous finite element methods do not improve upon the classical elastic setting, we turn to discontinuous Galerkin methods to see if they can provide such schemes. It is important to note again that such discretizations are conforming in the peridynamic setting because that model contains no spatial derivatives. On the other hand, discontinuous Galerkin methods are nonconforming in the classical elasticity setting because, in that case, derivatives do appear in the model. For this reason, discontinuous Galerkin methods in the classical elasticity setting require the incorporation of "jump" terms at element boundaries.

### 5.2.1 Discontinuous piecewise-constant finite elements

We implement the discontinuous piecewise-constant finite element method described in Section 4.2 for the problem having the continuous exact solution given in (3.2). For Table 6 and for the plot on the left of Figure 6, we set the horizon $\delta$ proportional to grid size $h$ whereas, for Table 7 and for the plot on the right of Figure 6, we choose $\delta$ independent of $h$. In Tables 8 and 9 and in Figure 7, we provide the analogous results for the discontinuous exact solution given in (3.4).

### 5.2.2 Discontinuous piecewise-linear finite elements

For the discontinuous piecewise-linear finite element method described in Section 4.3, we only provide results for the case in which the horizon $\delta$ is fixed, independent of the grid size $h$. Results are given in Table 10 and on the left of Figure 8 for the smooth exact solution given in (3.2) and in Table 11 and on the right of Figure 8 for the discontinuous exact solution given in (3.4). For Table 10, the $H^{1}$ error is computed as the sum of the element $H^{1}$ errors.

### 5.2.3 Discussion

Based on the results presented in Tables 6-11 and Figures 6-8, we make the following observations.

[^3]- If the horizon $\delta$ is chosen proportional to the grid size $h$, piecewise-constant approximations fail to converge for both smooth exact solutions and for exact solutions that contain a jump discontinuity.
- On the other hand, if $\delta$ is fixed independent of $h$, piecewise-constant approximations converge for both smooth and discontinuous exact solutions, provided $h$ is sufficiently small relative to $\delta$. Seemingly, one needs $h<\delta$.
- If $\delta$ is fixed independent of $h$, discontinuous piecewise-linear approximations converge at optimal rates for both smooth and discontinuous exact solutions.

From the results, it seems that piecewise-constant approximations are not robust with respect to the relative sizes of the horizon $\delta$ and the grid size $h$. Certainly the apparent restriction that $h<\delta$ can be problematic. On the other hand, it seems that discontinuous piecewise-linear approximations are robust, not only with respect to the relative sizes of $\delta$ and $h$, but also to the smoothness of the solution.

The observation that discontinuous piecewise-linear approximations lead to optimally accurate results for smooth solutions is not surprising, given that they are conforming for the peridynamic model and that they contain as a subspace the continuous piecewise-linear functions, i.e., discontinuous piecewise-linear approximations must be at least as good as continuous piecewise-linear approximations. As was the case for continuous piecewise linear approximations, optimally accurate solutions are obtained for any choice of $\delta$ so that again, $\delta$ can be interpreted as being a parameter and that can be chosen for convenience.

The observation that discontinuous piecewise-linear approximations lead to optimally accurate results for discontinuous solutions illustrates the potential of peridynamic models: one can obtain accurate results for problems with discontinuities for which finite element methods for classical elastic models that involve derivatives have difficulty.

Another interpretation of fact that, for smooth solutions, optimally accurate solutions are obtained for any choice of $\delta$ is that, in such a case, $\delta$ should not be interpreted as being a material parameter and thus can be chosen for convenience, e.g., to minimize bandwidth or to simplify the coupling of the continuum peridynamic model to atomistic models.

We again note that, at least with respect to the $L^{2}(\Omega)$ norm, the rates of convergence given in the tables and figures ${ }^{\mathbb{I}}$ for the cases for which the horizon $\delta$ is chosen independent of the grid size $h$ should be provable. In addition to the coercivity of the bilinear form associated with the variational formulation (4.1), we have that discontinuous finite element spaces are conforming for that variational formulation. For smooth solutions such as those given in (3.2) and (3.3), we should obtain the error estimate (5.1) for discontinuous piecewise-linear approximations and the error estimate

$$
\left\|u-u^{h}\right\|_{L^{2}(\Omega)} \leq C h^{\min \{s, 1\}}\|u\|_{H^{s}(\Omega)}
$$

[^4]for discontinuous piecewise-constant approximations. These estimates are entirely consistent with the results in the tables and figures for the smooth solution examples. For the exact solutions with jump discontinuities, i.e., piecewise smooth solutions, we should be able to obtain a "broken-norm" estimate, in case we place a grid point at the points of discontinuity of the exact solution. For example, for the exact solution (3.4), we should be able to obtain the error estimate
$$
\left\|u-u^{h}\right\|_{L^{2}(\Omega)} \leq C h^{r}\left(\|u\|_{H^{2}\left(\Omega_{1}\right)}+\|u\|_{H^{2}\left(\Omega_{2}\right)}\right)
$$
where $\Omega_{1}$ and $\Omega_{2}$ denote the two subdomains of $\Omega$ on each side of the discontinuity in the exact solution and where $r=1$ and 2 for discontinuous piecewise-constant and discontinuous piecewise-linear approximations, respectively. The rates of convergence given in the appropriate tables and figures are entirely consistent with this estimate.

Table 6: $L^{2}$ and $L^{\infty}$ errors of discontinuous piecewise-constant approximations for the smooth exact solution (3.2) and for $\delta$ proportional to $h$.

| $h$ |
| :---: |
| $2^{-3}$ |
| $2^{-4}$ |
| $2^{-5}$ |
| $2^{-6}$ |
| $2^{-7}$ |
| $2^{-8}$ |
| $2^{-9}$ |
| $2^{-10}$ |


| $\delta=2 h$ |  | $\delta=3 h$ |  | $\delta=4 h$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $L^{2}$ error | $L^{\infty}$ error | $L^{2}$ error | $L^{\infty}$ error | $L^{2}$ error | $L^{\infty}$ error |
| $3.56 \mathrm{E}-2$ | $6.07 \mathrm{E}-2$ | $2.49 \mathrm{E}-2$ | $2.02 \mathrm{E}-2$ | $2.02 \mathrm{E}-2$ | $4.91 \mathrm{E}-2$ |
| $3.84 \mathrm{E}-2$ | $5.58 \mathrm{E}-2$ | $2.42 \mathrm{E}-2$ | $3.78 \mathrm{E}-2$ | $1.74 \mathrm{E}-2$ | $3.17 \mathrm{E}-2$ |
| $4.02 \mathrm{E}-2$ | $5.61 \mathrm{E}-2$ | $2.38 \mathrm{E}-2$ | $3.38 \mathrm{E}-2$ | $1.59 \mathrm{E}-2$ | $2.34 \mathrm{E}-2$ |
| $4.12 \mathrm{E}-2$ | $5.68 \mathrm{E}-2$ | $2.38 \mathrm{E}-2$ | $3.30 \mathrm{E}-2$ | $1.54 \mathrm{E}-2$ | $2.14 \mathrm{E}-2$ |
| $4.17 \mathrm{E}-2$ | $5.73 \mathrm{E}-2$ | $2.39 \mathrm{E}-2$ | $3.28 \mathrm{E}-2$ | $1.52 \mathrm{E}-2$ | $2.09 \mathrm{E}-2$ |
| $4.20 \mathrm{E}-2$ | $5.76 \mathrm{E}-2$ | $2.40 \mathrm{E}-2$ | $3.29 \mathrm{E}-2$ | $1.51 \mathrm{E}-2$ | $2.07 \mathrm{E}-2$ |
| $4.22 \mathrm{E}-2$ | $5.78 \mathrm{E}-2$ | $2.40 \mathrm{E}-2$ | $3.29 \mathrm{E}-2$ | $1.51 \mathrm{E}-2$ | $2.07 \mathrm{E}-2$ |
| $4.22 \mathrm{E}-2$ | $5.79 \mathrm{E}-2$ | $2.40 \mathrm{E}-2$ | $3.29 \mathrm{E}-2$ | $1.51 \mathrm{E}-2$ | $2.07 \mathrm{E}-2$ |



Figure 6: $L^{2}$ and $L^{\infty}$ errors vs. $N=1 / h$ for discontinuous piecewise-constant approximations for the smooth exact solution (3.2); left: $\delta=2 h, 3 h$, and $4 h$; right: $\delta=0.1,0.01$, and 0.001 .

Table 7: Errors and convergence rates of discontinuous piecewise-constant approximations for the smooth exact solution (3.2) and for $\delta$ fixed independent of $h$.


| $\delta=0.1$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $7.85 \mathrm{E}-2$ | - | $1.16 \mathrm{E}-1$ | - |
| $5.02 \mathrm{E}-2$ | 0.65 | $7.21 \mathrm{E}-2$ | 0.69 |
| $2.17 \mathrm{E}-2$ | 1.21 | $3.10 \mathrm{E}-2$ | 1.22 |
| $7.60 \mathrm{E}-3$ | 1.51 | $1.14 \mathrm{E}-2$ | 1.44 |
| $2.50 \mathrm{E}-3$ | 1.60 | $4.30 \mathrm{E}-3$ | 1.41 |
| $9.05 \mathrm{E}-4$ | 1.47 | $2.00 \mathrm{E}-3$ | 1.10 |
| $3.70 \mathrm{E}-4$ | 1.29 | $9.91 \mathrm{E}-4$ | 1.01 |
| $1.70 \mathrm{E}-4$ | 1.12 | $4.92 \mathrm{E}-4$ | 1.01 |
| $8.24 \mathrm{E}-5$ | 1.04 | $2.45 \mathrm{E}-4$ | 1.01 |
| $4.09 \mathrm{E}-5$ | 1.01 | $1.22 \mathrm{E}-4$ | 1.00 |


| $\delta=0.01$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $1.25 \mathrm{E}-1$ | - | $1.84 \mathrm{E}-1$ | - |
| $1.43 \mathrm{E}-1$ | - | $2.02 \mathrm{E}-1$ | - |
| $1.42 \mathrm{E}-1$ | 0.01 | $1.97 \mathrm{E}-1$ | 0.04 |
| $1.19 \mathrm{E}-1$ | 0.25 | $1.65 \mathrm{E}-1$ | 0.26 |
| $7.02 \mathrm{E}-2$ | 0.76 | $9.65 \mathrm{E}-2$ | 0.77 |
| $3.03 \mathrm{E}-2$ | 1.47 | $4.15 \mathrm{E}-2$ | 1.10 |
| $1.01 \mathrm{E}-2$ | 1.29 | $1.39 \mathrm{E}-2$ | 1.01 |
| $3.00 \mathrm{E}-3$ | 1.12 | $4.29 \mathrm{E}-3$ | 1.01 |
| $8.78 \mathrm{E}-4$ | 1.04 | $1.20 \mathrm{E}-3$ | 1.01 |
| $2.49 \mathrm{E}-4$ | 1.01 | $3.47 \mathrm{E}-4$ | 1.00 |


| $h$ |
| :---: |
| $2^{-3}$ |
| $2^{-4}$ |
| $2^{-5}$ |
| $2^{-6}$ |
| $2^{-7}$ |
| $2^{-8}$ |
| $2^{-9}$ |
| $2^{-10}$ |
| $2^{-11}$ |
| $2^{-12}$ |


| $\delta=0.001$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $1.30 \mathrm{E}-1$ | - | $1.91 \mathrm{E}-1$ | - |
| $1.54 \mathrm{E}-1$ | - | $2.16 \mathrm{E}-1$ | - |
| $1.66 \mathrm{E}-1$ | - | $2.31 \mathrm{E}-1$ | - |
| $1.70 \mathrm{E}-1$ | - | $2.34 \mathrm{E}-1$ | - |
| $1.67 \mathrm{E}-1$ | 0.02 | $2.30 \mathrm{E}-1$ | 0.02 |
| $1.58 \mathrm{E}-1$ | 0.08 | $2.16 \mathrm{E}-1$ | 0.09 |
| $1.35 \mathrm{E}-1$ | 0.22 | $1.86 \mathrm{E}-1$ | 0.22 |
| $8.90 \mathrm{E}-2$ | 0.61 | $1.22 \mathrm{E}-1$ | 0.61 |
| $4.13 \mathrm{E}-2$ | 1.11 | $5.65 \mathrm{E}-2$ | 1.11 |
| $1.46 \mathrm{E}-2$ | 1.50 | $2.00 \mathrm{E}-2$ | 1.50 |

Table 8: $L^{2}$ and $L^{\infty}$ errors of discontinuous piecewise-constant approximations for the discontinuous exact solution (3.4) and for $\delta$ proportional to $h$.

| $h$ |
| :---: |
| $2^{-3}$ |
| $2^{-4}$ |
| $2^{-5}$ |
| $2^{-6}$ |
| $2^{-7}$ |
| $2^{-8}$ |
| $2^{-9}$ |
| $2^{-10}$ |


| $\delta=2 h$ |  | $\delta=3 h$ |  | $\delta=4 h$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $L^{2}$ error | $L^{\infty}$ error | $L^{2}$ error | $L^{\infty}$ error | $L^{2}$ error | $L^{\infty}$ error |
| $4.14 \mathrm{E}-2$ | $1.14 \mathrm{E}-1$ | $3.93 \mathrm{E}-2$ | $1.09 \mathrm{E}-1$ | $3.86 \mathrm{E}-2$ | $1.06 \mathrm{E}-1$ |
| $2.86 \mathrm{E}-2$ | $7.03 \mathrm{E}-2$ | $2.41 \mathrm{E}-2$ | $6.19 \mathrm{E}-2$ | $2.25 \mathrm{E}-2$ | $6.00 \mathrm{E}-2$ |
| $2.34 \mathrm{E}-2$ | $5.08 \mathrm{E}-2$ | $1.64 \mathrm{E}-2$ | $3.87 \mathrm{E}-2$ | $1.36 \mathrm{E}-2$ | $3.33 \mathrm{E}-2$ |
| $2.19 \mathrm{E}-2$ | $4.15 \mathrm{E}-2$ | $1.35 \mathrm{E}-2$ | $2.82 \mathrm{E}-2$ | $9.74 \mathrm{E}-3$ | $2.18 \mathrm{E}-2$ |
| $2.17 \mathrm{E}-2$ | $3.70 \mathrm{E}-2$ | $1.26 \mathrm{E}-2$ | $2.33 \mathrm{E}-2$ | $8.34 \mathrm{E}-3$ | $1.66 \mathrm{E}-2$ |
| $2.17 \mathrm{E}-2$ | $3.48 \mathrm{E}-2$ | $1.24 \mathrm{E}-2$ | $2.09 \mathrm{E}-2$ | $7.91 \mathrm{E}-3$ | $1.41 \mathrm{E}-2$ |
| $2.17 \mathrm{E}-2$ | $3.37 \mathrm{E}-2$ | $1.24 \mathrm{E}-2$ | $1.97 \mathrm{E}-2$ | $7.84 \mathrm{E}-3$ | $1.28 \mathrm{E}-2$ |
| $2.18 \mathrm{E}-2$ | $3.31 \mathrm{E}-2$ | $1.24 \mathrm{E}-2$ | $1.91 \mathrm{E}-2$ | $7.82 \mathrm{E}-3$ | $1.22 \mathrm{E}-2$ |

Table 9: Errors and convergence rates of discontinuous piecewise-constant approximations for the discontinuous exact solution (3.4) and for $\delta$ fixed independent of $h$.


| $\delta=0.1$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $5.49 \mathrm{E}-2$ | - | $1.43 \mathrm{E}-1$ | - |
| $3.30 \mathrm{E}-2$ | 0.73 | $8.00 \mathrm{E}-2$ | 0.84 |
| $1.57 \mathrm{E}-2$ | 1.07 | $3.79 \mathrm{E}-2$ | 1.08 |
| $6.80 \mathrm{E}-3$ | 1.21 | $1.70 \mathrm{E}-2$ | 1.16 |
| $3.10 \mathrm{E}-3$ | 1.13 | $8.00 \mathrm{E}-3$ | 1.09 |
| $1.50 \mathrm{E}-3$ | 1.05 | $3.90 \mathrm{E}-3$ | 1.04 |
| $7.32 \mathrm{E}-4$ | 1.03 | $2.00 \mathrm{E}-3$ | 0.96 |
| $3.65 \mathrm{E}-4$ | 1.01 | $9.79 \mathrm{E}-4$ | 1.03 |
| $1.82 \mathrm{E}-4$ | 1.00 | $4.89 \mathrm{E}-4$ | 1.00 |
| $9.10 \mathrm{E}-5$ | 1.00 | $2.44 \mathrm{E}-4$ | 1.00 |


| $\delta=0.01$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $7.43 \mathrm{E}-2$ | - | $1.79 \mathrm{E}-1$ | - |
| $7.64 \mathrm{E}-2$ | - | $1.52 \mathrm{E}-1$ | 0.24 |
| $7.37 \mathrm{E}-2$ | 0.01 | $1.30 \mathrm{E}-1$ | 0.23 |
| $6.21 \mathrm{E}-2$ | 0.25 | $1.03 \mathrm{E}-1$ | 0.34 |
| $3.64 \mathrm{E}-2$ | 0.77 | $5.93 \mathrm{E}-2$ | 0.79 |
| $1.55 \mathrm{E}-2$ | 1.23 | $2.55 \mathrm{E}-2$ | 1.22 |
| $5.20 \mathrm{E}-3$ | 1.58 | $9.00 \mathrm{E}-3$ | 1.50 |
| $1.60 \mathrm{E}-3$ | 1.70 | $2.90 \mathrm{E}-3$ | 1.63 |
| $4.88 \mathrm{E}-4$ | 1.71 | $9.93 \mathrm{E}-4$ | 1.55 |
| $1.61 \mathrm{E}-4$ | 1.60 | $3.62 \mathrm{E}-4$ | 1.46 |


| $h$ |
| :---: |
| $2^{-3}$ |
| $2^{-4}$ |
| $2^{-5}$ |
| $2^{-6}$ |
| $2^{-7}$ |
| $2^{-8}$ |
| $2^{-9}$ |
| $2^{-10}$ |
| $2^{-11}$ |
| $2^{-12}$ |


| $\delta=0.001$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $7.65 \mathrm{E}-2$ | - | $1.83 \mathrm{E}-1$ | - |
| $8.20 \mathrm{E}-2$ | - | $1.61 \mathrm{E}-1$ | 0.18 |
| $8.62 \mathrm{E}-2$ | - | $1.49 \mathrm{E}-1$ | 0.18 |
| $8.77 \mathrm{E}-2$ | - | $1.42 \mathrm{E}-1$ | 0.07 |
| $8.65 \mathrm{E}-2$ | 0.02 | $1.35 \mathrm{E}-1$ | 0.07 |
| $8.13 \mathrm{E}-2$ | 0.09 | $1.24 \mathrm{E}-1$ | 0.12 |
| $7.07 \mathrm{E}-2$ | 0.20 | $1.07 \mathrm{E}-1$ | 0.21 |
| $4.61 \mathrm{E}-2$ | 0.62 | $6.95 \mathrm{E}-2$ | 0.62 |
| $2.11 \mathrm{E}-2$ | 1.28 | $3.18 \mathrm{E}-2$ | 1.13 |
| $7.50 \mathrm{E}-3$ | 1.49 | $1.13 \mathrm{E}-2$ | 1.49 |



Figure 7: $L^{2}$ and $L^{\infty}$ errors vs. $N=1 / h$ for discontinuous piecewise-constant approximations for the discontinuous exact solution (3.4); left: $\delta=2 h, 3 h$, and $4 h$; right: $\delta=0.1,0.01$, and 0.001 .

Table 10: Errors and convergence rates of discontinuous piecewise-linear approximations for the smooth exact solution (3.2) and for $\delta=0.001$.

| $h$ |
| :---: |
| $2^{-3}$ |
| $2^{-4}$ |
| $2^{-6}$ |
| $2^{-6}$ |
| $2^{-7}$ |
| $2^{-8}$ |
| $2^{-9}$ |
| $2^{-10}$ |


| $L^{2}$ |  | $L^{\infty}$ |  | $H^{1}$ |  |
| :--- | :---: | :--- | :--- | :--- | :---: |
| Error | Rate | Error | Rate | Error | Rate |
| $2.50 \mathrm{E}-3$ | - | $3.90 \mathrm{E}-3$ | - | $6.25 \mathrm{E}-2$ | - |
| $6.58 \mathrm{E}-4$ | 1.93 | $9.71 \mathrm{E}-4$ | 2.01 | $3.38 \mathrm{E}-2$ | 0.89 |
| $1.71 \mathrm{E}-4$ | 1.94 | $2.44 \mathrm{E}-4$ | 1.99 | $1.75 \mathrm{E}-2$ | 0.95 |
| $4.41 \mathrm{E}-5$ | 1.96 | $6.13 \mathrm{E}-5$ | 1.99 | $8.90 \mathrm{E}-3$ | 0.98 |
| $1.11 \mathrm{E}-5$ | 1.99 | $1.53 \mathrm{E}-5$ | 2.00 | $4.50 \mathrm{E}-3$ | 0.98 |
| $2.80 \mathrm{E}-6$ | 1.99 | $3.85 \mathrm{E}-6$ | 1.99 | $2.20 \mathrm{E}-3$ | 1.03 |
| $6.82 \mathrm{E}-7$ | 2.04 | $9.44 \mathrm{E}-7$ | 2.03 | $1.10 \mathrm{E}-3$ | 1.00 |
| $1.70 \mathrm{E}-7$ | 2.00 | $2.38 \mathrm{E}-7$ | 1.99 | $5.63 \mathrm{E}-4$ | 0.97 |



Figure 8: $L^{2}$ and $L^{\infty}$ errors vs. $N=1 / h$ for discontinuous piecewise-linear approximations for $\delta=0.1,0.01$, and 0.001 ; left: smooth exact solution (3.2); right: discontinuous exact solution (3.4).

Table 11: Errors and convergence rates of discontinuous piecewise-linear approximations for the discontinuous exact solution (3.4) and for $\delta=0.001$.


### 5.3 A Hybrid Continuous-Discontinuous Galerkin Method

From Sections 5.1 and 5.2, it is clear, for the discontinuous exact solution (3.4), that discontinuous piecewise-linear finite element approximations results in the greater accuracy compared to either the continuous piecewise-linear and the discontinuous piecewiseconstant approximations; see the summary in Table 12 for the exact solution given in (3.4). However, for the same number of finite element intervals, the discontinuous piecewiselinear method has greater complexity than the other two; again see Table 12. Which approach is better, with respect to accuracy per unit cost, between methods having greater accuracy and complexity and those having lesser accuracy and complexity depends on the number of space dimensions and the method selected for solving the linear systems.

Table 12: For the exact solution (3.4), a comparison of the $L^{2}$ rates of convergence and matrix properties for continuous-linear (CL), discontinuous-constant (DC), and discontinuous-linear (DL) finite element approximations for $h=1 /(N+1)$ and $\delta=M h$, where $N$ and $M$ are positive integers.

|  | CL | DC | DL |
| :--- | :---: | :---: | :---: |
| $L^{2}$ errors | $O\left(N^{-1 / 2}\right)$ | $O\left(N^{-1}\right)$ | $O\left(N^{-2}\right)$ |
| number of unknowns | $N$ | $N+1$ | $2 N+2$ |
| dimensions of matrix | $N \times N$ | $(N+1) \times(N+1)$ | $(2 N+2) \times(2 N+2)$ |
| half bandwidth of matrix | $M+1$ | $M$ | $2 M+1$ |

In Section 5.1, we saw that that for continuous exact solutions such as those given in (3.2) and (3.3), continuous piecewise-linear approximations are optimally accurate. This observation offers the possibility of using such approximations for smooth parts of a solution having jump discontinuities and using discontinuous piecewise-linear approximations only in a "small" neighborhood of the jump discontinuity. In this way, we hope to preserve the high accuracy of the discontinuous piecewise-linear approximations for solutions having jump discontinuities, but with a complexity very near that of continuous piecewise-linear approximations. We test this idea for the discontinuous exact solution (3.4); the results are given in Table 11 and Figure 9. Discontinuous basis functions are used only in two intervals. We see that even though we use continuous approximations almost everywhere, the hybrid approximation results in optimally accurate rates of convergence. Note that this is achieved without any need for grid refinement.

Of course, for the exact solution given in (3.4), we know exactly where to switch from continuous to discontinuous approximating functions. In practice, we would not know beforehand where discontinuities, e.g., cracks, occur so that one would have to implement some type of method to detect the formation of discontinuities and then adaptively choose the type of basis functions used to match the location of the discontinuities. This is all quite possible within the peridynamics framework.

Table 13: Errors and convergence rates of hybrid discontinuous/continuous piecewise-linear approximations for the discontinuous exact solution (3.4) and for $\delta=0.1$.


| $L^{2}$ |  | $L^{\infty}$ |  |
| :--- | :--- | :--- | :--- |
| Error | Rate | Error | Rate |
| $1.50 \mathrm{E}-03$ | 1.74 | $3.50 \mathrm{E}-03$ | 1.97 |
| $3.94 \mathrm{E}-04$ | 1.93 | $9.12 \mathrm{E}-04$ | 1.94 |
| $1.02 \mathrm{E}-04$ | 1.95 | $2.34 \mathrm{E}-04$ | 1.97 |
| $2.60 \mathrm{E}-05$ | 1.97 | $5.91 \mathrm{E}-05$ | 1.98 |
| $6.57 \mathrm{E}-06$ | 1.99 | $1.49 \mathrm{E}-05$ | 1.99 |
| $1.65 \mathrm{E}-06$ | 1.99 | $3.73 \mathrm{E}-06$ | 1.99 |
| $4.14 \mathrm{E}-07$ | 2.00 | $9.36 \mathrm{E}-07$ | 2.00 |
| $1.04 \mathrm{E}-07$ | 2.00 | $2.34 \mathrm{E}-07$ | 2.00 |



Figure 9: $L^{2}$ and $L^{\infty}$ errors vs. $N=1 / h$ for hybrid discontinuous/continuous piecewise-linear approximations for the discontinuous exact solution (3.4) with $\delta=0.1,0.01$, and 0.001 .

## 6 Concluding Remarks

We have shown that finite element discretizations of the peridynamic model for materials has the potential of producing accurate solutions, even for discontinuous solutions. In particular, discontinuous piecewise-linear approximations are apparently robustly optimally accurate with respect to choices for the model parameter, i.e., the horizon $\delta$, and the smoothness of the solution.

However, we need to repeat the caveat given above: we have considered the special situation in which a grid point is located exactly at the point of discontinuity of the exact solution. In general, this is difficult to accomplish, especially in two- and three dimensions where discontinuities across curves and surfaces may occur. Table 14 and Figure 10 give an indication of what can happen if one does not place a grid point at the location of the discontinuity of the solution. We emphasize, however, that unlike for discontinuous piecewise linear finite element approximations, continuous finite element approximations yields results similar to those in Table 14 and Figure 10 even if a grid point is placed at a point of discontinuity; see Table 5 and Figure 5. Similar behavior can be expected if one uses continuous finite element approximations for classical elastic models.

Current and future work will address means for recovering the accuracy and robustness of discontinuous piecewise-linear discretizations of peridynamics models; certainly adaptive strategies can play an important role in this regard. Extending the algorithms and implementations to two and three dimensions and to nonlinear problems is also of interest as is the use of higher-order discontinuous piecewise polynomials. Many issues will arise in such studies, including proper choices for quadrature rules. Certainly, a rigorous numerical analysis of discontinuous finite element discretizations is also highly desirable to have in hand.

Table 14: Errors and convergence rates of discontinuous piecewise-linear approximations for the discontinuous exact solution (3.4) for the case in which there is no grid point located at the point of discontinuity of the solution.

| $h$ |
| :---: |
| $3^{-2}$ |
| $3^{-3}$ |
| $3^{-4}$ |
| $3^{-5}$ |
| $3^{-6}$ |
| $3^{-7}$ |


| $\delta=0.1$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $2.31 \mathrm{E}-2$ | - | $1.24 \mathrm{E}-1$ | - |
| $1.34 \mathrm{E}-2$ | 0.50 | $1.23 \mathrm{E}-1$ | 0.01 |
| $0.77 \mathrm{E}-2$ | 0.50 | $1.23 \mathrm{E}-1$ | 0 |
| $0.45 \mathrm{E}-2$ | 0.49 | $1.23 \mathrm{E}-1$ | 0 |
| $0.26 \mathrm{E}-2$ | 0.50 | $1.23 \mathrm{E}-1$ | 0 |
| $0.15 \mathrm{E}-2$ | 0.50 | $1.23 \mathrm{E}-1$ | 0 |


| $\delta=0.01$ |  |  |  |
| :--- | :---: | :--- | :---: |
| $L^{2}$ |  | $L^{\infty}$ |  |
| Error | Rate | Error | Rate |
| $2.38 \mathrm{E}-2$ | - | $1.25 \mathrm{E}-1$ | - |
| $1.35 \mathrm{E}-2$ | 0.52 | $1.23 \mathrm{E}-1$ | 0.01 |
| $0.77 \mathrm{E}-2$ | 0.51 | $1.23 \mathrm{E}-1$ | 0 |
| $0.45 \mathrm{E}-2$ | 0.49 | $1.23 \mathrm{E}-1$ | 0 |
| $0.26 \mathrm{E}-2$ | 0.49 | $1.23 \mathrm{E}-1$ | 0 |
| $0.15 \mathrm{E}-2$ | 0.50 | $1.23 \mathrm{E}-1$ | 0 |


| $\delta=0.001$     <br>  $L^{2}$  $L^{\infty}$  <br> $3^{-2}$     <br> $3^{-3}$     <br> $3^{-4}$     <br> $3^{-5}$     <br> $3^{-6}$     <br> $3^{-7}$     <br> $2.42 \mathrm{E}-2$ - $1.26 \mathrm{E}-1$ -  <br> $1.43 \mathrm{E}-2$ 0.48 $1.24 \mathrm{E}-1$ 0.02  <br> $0.80 \mathrm{E}-2$ 0.53 $1.23 \mathrm{E}-1$ 0  <br> $0.46 \mathrm{E}-2$ 0.50 $1.23 \mathrm{E}-1$ 0  <br> $0.26 \mathrm{E}-2$ 0.52 $1.23 \mathrm{E}-1$ 0  <br> $0.15 \mathrm{E}-2$ 0.50 $1.23 \mathrm{E}-1$ 0  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |



Figure 10: $L^{2}$ and $L^{\infty}$ errors vs. $N=1 / h$ for discontinuous piecewise-linear approximations for the discontinuous exact solution (3.4) for the case in which there is no grid point located at the point of discontinuity of the solution.

## A Well-Posedness of the Variational Problem

In this section, we prove the existence and uniqueness of the solution of (2.15), or more precisely, of its variational formulation (4.1). Similar and more extensive results are obtained in [10] and also in [17].

We assume that boundary condition data $g(x)=0$. Define the bilinear form $A(\cdot, \cdot)$ : $S \times S \rightarrow \mathbb{R}^{1}$ and the continuous linear functional on $S$ by

$$
A(u, v)=\int_{\alpha}^{\beta} \int_{x-\delta}^{x+\delta} v(x) \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x
$$

and

$$
F(v)=\delta^{2} \int_{\alpha}^{\beta} b(x) v(x) \mathrm{d} x,
$$

respectively. We have that

$$
A(u, v)=\left(\int_{\alpha}^{\alpha+\delta} \int_{x-\delta}^{\alpha}+\int_{\alpha}^{\beta} \int_{\max (\alpha, x-\delta)}^{\min (\beta, x+\delta)}+\int_{\beta-\delta}^{\beta} \int_{\beta}^{x+\delta}\right) v(x) \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x .
$$

Because $g(x)=0$, we have that $u\left(x^{\prime}\right)=0$ for $x^{\prime} \in[\alpha-\delta, \alpha] \cup[\beta, \beta+\delta]$ so that

$$
A(u, v)=A_{1}(u, v)+A_{2}(u, v)+A_{3}(u, v),
$$

where

$$
\left\{\begin{array}{l}
A_{1}(u, v)=\int_{\alpha}^{\alpha+\delta} \int_{x-\delta}^{\alpha} \frac{v(x) u(x)}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x \\
A_{2}(u, v)=\int_{\alpha}^{\beta} \int_{\max (\alpha, x-\delta)}^{\min (\beta, x+\delta)} v(x) \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x \\
A_{3}(u, v)=\int_{\beta-\delta}^{\beta} \int_{\beta}^{x+\delta} \frac{v(x) u(x)}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x .
\end{array}\right.
$$

Because the integration region of $A_{2}(u, v)$ is symmetric along $x=x^{\prime}$, we have that

$$
\begin{aligned}
A_{2}(u, v) & =\int_{\alpha}^{\beta} \int_{\max (\alpha, x-\delta)}^{\min (\beta, x+\delta)} \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} v(x) \mathrm{d} x^{\prime} \mathrm{d} x \\
& =\int_{\alpha}^{\beta} \int_{\max \left(\alpha, x^{\prime}-\delta\right)}^{\min \left(\beta, x^{\prime}+\delta\right)} \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} v(x) \mathrm{d} x \mathrm{~d} x^{\prime} \\
& =-\int_{\alpha}^{\beta} \int_{\max (\alpha, x-\delta)}^{\min (\beta, x+\delta)} \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} v\left(x^{\prime}\right) \mathrm{d} x^{\prime} \mathrm{d} x
\end{aligned}
$$

so that

$$
A_{2}(u, v)=\frac{1}{2} \int_{\alpha}^{\beta} \int_{\max (\alpha, x-\delta)}^{\min (\beta, x+\delta)}\left(v(x)-v\left(x^{\prime}\right)\right) \frac{u(x)-u\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x .
$$

We now show that $A(\cdot, \cdot)$ defines an inner product. First, note that

$$
\begin{aligned}
A_{1}(u, u)=\int_{\alpha}^{\alpha+\delta} & u^{2}(x) \int_{x-\delta}^{\alpha} \frac{1}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x \\
& =\int_{\alpha}^{\alpha+\delta} u^{2}(x) \ln \frac{\delta}{x-\alpha} \mathrm{d} x=-\delta \int_{0}^{1} u^{2}(\alpha+\delta y) \ln y \mathrm{~d} y \geq 0
\end{aligned}
$$

so that, because $\ln y<0$ for $y \in(0,1)$ and $\int_{0}^{1} \ln y \mathrm{~d} y=-1$, we have that, if we assume $u$ is bounded,

$$
0 \leq A_{1}(u, u)<\infty .
$$

Moreover,

$$
A_{1}(u, u)=0 \quad \text { implies that } \quad u(x)=0 \quad \text { for a.e. } x \in[\alpha, \alpha+\delta] .
$$

Similarly, we have that

$$
0 \leq A_{3}(u, u)<\infty \quad \text { and } \quad A_{3}(u, u)=0 \quad \text { implies that } \quad u(x)=0 \quad \text { for a.e. } x \in[\alpha, \alpha+\delta] .
$$

We have that

$$
A_{2}(u, u)=\frac{1}{2} \int_{\alpha}^{\beta} \int_{\max (\alpha, x-\delta)}^{\min (\beta, x+\delta)} \frac{\left(u(x)-u\left(x^{\prime}\right)\right)^{2}}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} \mathrm{d} x \geq 0
$$

Moreover, for all $x, x^{\prime} \in[\alpha, \beta], A_{2}(u, u)=0$ implies that $u(x)-u\left(x^{\prime}\right)=0$ so that $u(x)=$ constant for $x \in[\alpha, \beta]$. We then have that $A(u, u) \geq 0$ and

$$
A(u, u)=0 \quad \Longleftrightarrow \quad A_{1}(u, u)=A_{2}(u, u)=A_{3}(u, u)=0 \quad \Longleftrightarrow \quad u(x)=0, \quad \text { for } x \in[\alpha, \beta] .
$$

Also, it is obvious that

$$
A(u, v)=A(v, u) \quad \text { and } \quad A(\alpha u+\beta v, w)=\alpha A(u, w)+\beta A(v, w) .
$$

Collecting the above results, we have that $A(u, v)$ defines an inner product that induces the norm

$$
\begin{align*}
\|u\| \|^{2}=A(u, u)= & \int_{\alpha}^{\alpha+\delta} \int_{x-\delta}^{\alpha} \frac{u^{2}(x)}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x \\
& +\int_{\alpha}^{\beta} \int_{\max (\alpha, x-\delta)}^{\min (\beta, x+\delta)} \frac{\left(u(x)-u\left(x^{\prime}\right)\right)}{\left|x-x^{\prime}\right|} \mathrm{d} x^{\prime} u(x) \mathrm{d} x  \tag{A.1}\\
& +\int_{\beta-\delta}^{\beta} \int_{\beta}^{x+\delta} \frac{u^{2}(x)}{x-x^{\prime}} \mathrm{d} x^{\prime} \mathrm{d} x .
\end{align*}
$$

Let

$$
\left\|\left||b| \|_{*}=\sup _{v \in S_{0}, v \neq 0} \frac{\delta^{2} \int_{\alpha}^{\beta} v(x) b(x) d x}{|\|v\||}\right.\right.
$$

and define the "dual" space $S_{0}^{*}=\left\{b(x):\|\mid b(x)\|_{*}<\infty\right\}$. The, the variational problem (4.1) has the following form: given $b(x) \in S_{0}^{*}$, seek $u \in S$, such that

$$
A(u, v)=F(v) \quad \forall v \in S_{0}
$$

Because $A(\cdot, \cdot)$ defines an inner product on S , it is continuous and coercive on that space. Then, if we assume that the functional $F(v)$ is continuous, the Lax-Milgram theorem can be applied to show that our variational problem has a unique solution and, moreover, those solutions satisfy

$$
|\|u\|| \leq\left|\|b \mid\|_{*} .\right.
$$

It can also then be shown that finite element discretizations of the variational formulation results in approximations that are optimally accurate with respect to the induced norm $|||\cdot|||$. In [10], this norm is related to standard Sobolev norms, and in particular to the $L^{2}$ norm.
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[^1]:    ${ }^{\dagger}$ In [6], effective adaptive grid refinement strategies are discussed for a discretization of (2.15) through a midpoint quadrature rule approximation of the integral appearing on the left-hand side.

[^2]:    $\ddagger$ See Tables 3, 4, and the table on the right in Table 5 and Figure 4 and the plot on the right of Figure 5.

[^3]:    §This is exactly the same as for classical elastic models.

[^4]:    ${ }^{I}$ See Tables 7, 9, 10, and 11 and the plots on the right of Figures 6 and 7 as well as Figure 8.

