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1 Introduction

We consider the flow in the H-shaped region that is a prototype for an airline terminal. The inflow
and outflow orifices are as described in the figures given to us. A sketch of the region and the
outflow and inflow orifices are given in Figure 1 (which is not drawn to scale.) Note that there are
four set of inflow orifices with each set containing four orifices; these are labeled 1 through 4 in
the sketch. There are two sets of outflow orifices with each set containing three orifices; these are
labeled 5 and 6 in the sketch. In addition, there is another orifice through which the flow is allowed
to move in or out as needed in order to conserve mass.
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Figure 1: Prototype airline terminal with the configuration of inflow and outflow orifices.

We are allowed to specify the mass flow at each of the orifices (except, of course, the free orifice.)
We do so as follows. At each relevant orifice, we assume the incoming or outgoing velocity is normal
to the orifice and has a parabolic profile; thus, for example, at the orifices at the lower-left of the
region, we specify

u = F3Vimaz3p3(y) and v =0 along the vertical orifice

u=0 and v=—0F3Vias3tsi(T) along the three horizontal orifices (k =1,2,3),

where ¢3(y) and 3 ,(x), k = 1,2, 3, are specified parabolic functions with maximum values unity
at the center of the corresponding orifices, Vinqz 3 is the maximum allowable speed, and 33 is a
parameter that sets the actual mass flow being specified. We have that 0 < 83 < 1. The other
inflow and outflow orifices are treated in the same manner, except for the free orifice along which
we give a free flow condition for which the horizontal velocity and the normal stress vanish. For



the maximum speeds, we use the values given to us:

Vinazd = 012, Vipazo = 0.125,  Vipaps = 0.11,
Vinazd = 0.088,  Vinaes = 0.128,  Vipazg = 0.224.

As a result, we have six parameters 3;, j = 1,...,6, at our disposal that specify the boundary
data of the problem; allowable parameter values lie in or on the unit hypercube in six dimensions.!
In addition, we have several other fixed parameters that help determine the problem specification.
These include the time interval [0,7] over which we wish to know the flow field and the Reynolds
number. Once values for all these parameters have been chosen and an initial condition® has
been specified, the flow in the region of interest is determined by solving a finite difference in
time/finite element in space discretization of the Navier-Stokes equations for laminar, viscous,
incompressible flow; the boundary conditions are chosen as described above. In our computations,
we use the backward-Euler scheme and the Taylor-Hood element pair to effect the time and space
discretizations, respectively.

1.1 Reduced-order modeling for flow problems

The reduced-order models we consider require that the following steps be performed. Step 1 repre-
sents the snapshot generation facet of reduced-order modeling; step 2 is the reduced-basis construc-
tion step; and step 3 is the use of the reduced-basis to determine a low-dimensional approximation
of the flow.

la. A set {ﬁk}le of parameter values is determined.

— In our context, each ﬁk is a six-dimensional vector and the set of parameters are determined
by sampling K points in the six-dimensional unit hypercube.

1b. A set of time values {t,,})_; in the interval [0, 7] are chosen; these values are usually chosen
to coincide with some, but not all, of the time values used in the discretization of the flow
equations.
— In our context, we usually sample uniformly in time using a time step that is a multiple of
the time step used for the backward-Euler discretization of the flow equations; sometimes,
we use different multiples in different subintervals of [0, T7].

lc. The discretized flow equations are solved over the time interval [0, T] for each of the parameter
values determined in step la. Each discrete solution is evaluated at the time instants {t,,}2_;.
In this manner, one assembles the set {ﬁg}ZLZI of snapshots, where, for £ = n + N(k — 1),
U; is the vector of coefficients in the finite element expansion of the approximate solution
corresponding to the parameter value Oi, k = 1,..., K, evaluated at the time instant ¢,,
n=1,...,N. The cardinality of the snapshot set is L = NK.

1d. Depending on how reduced bases are used to solve the flow equations, the snapshot set
determined in step 1c may be modified to satisfy homogeneous boundary conditions. This is
accomplished by subtracting from each snapshot an appropriate particular solution.
— In our context, we would have up to six boundary conditions to zero out. So, we would
effect the replacement
6
Uy Uy — Zﬁi,zUz’,

i=1

1We will use the abbreviated vector notation ﬁ for a point in parameter space, i.e., (B)J =g forj=1,...,6.
2We defer further discussion of initial conditions until specific simulations are discussed.



where U;, i = 1,...,6, are six vectors of finite element coefficients corresponding to
solutions of the Navier-Stokes equations and, for each ¢, 3;, for ¢ = 1,...,6 are chosen
so that the new (7@ satisfies homogeneous boundary conditions. For example, the U;’s
could be steady state solutions of the Navier-Stokes system corresponding to chosen
values for the parameters or it could be a solution of that system at some instant of
time, e.g., one of the snapshots.

2. Using the set of L (possibly modified) snapshots determined in step 1, we determine a reduced
basis.

— In our studies, we construct two types of reduced bases: POD (proper orthogonal decom-
position) and CVT (centroidal Voronoi tessellation). In both cases, we end up with a
set {Vd}[?:l of vectors, each of which is a linear combination of the (possibly modified)
snapshot vectors.

3. The reduced-basis determined in step 2 is used to find a low-dimensional approximation of the
flow field for specified initial and boundary data. If u4(x) denotes the finite element function
corresponding to the basis vector Vd, d=1,...,D, then we seek an approximation (¢, x)
of the flow equations of the form

D
Uro(t, X) = up(t,x) + Z ca(t)ug(x).
d=1
At t =0, ur0(0,x) is chosen to satisfy the specified initial data in the same manner as is done
in standard finite element discretizations.

If the snapshot set has been modified so that the snapshot vectors satisfy zero boundary
conditions, then u,(t,x) must be chosen so that u,,(t,x) satisfies the specified boundary
conditions. For example, suppose that the boundary conditions are determined by the given
functions §;(t), j =1,...,6. We then can define

6
up(t, %) =Y a(t)ij(x),
i=1

where, for example, @;(x), j = 1,...,6, could be six steady state solutions of the discretized
Navier-Stokes system (corresponding to six different boundary conditions) or could be snap-
shots. For each ¢, the coefficients o (t) are solutions of the linear system

6
ﬁj:Zalﬁj,i fOl“jZl,...,6,
=1

where Bﬂ denotes the i-th component of the boundary data vector satisfied by the j-th
particular solution u;. In the case of the snapshot set having been modified so that the
snapshot vectors satisfy zero boundary conditions, the test functions in the Galerkin method
are chosen to be the basis functions ug(x), d=1,...,D.

A simpler means of determining a reduced-basis approximation to the flow is to use unmod-
ified snapshots. In this case, both the snapshots and the reduced basis vectors will satisfy
inhomogeneous boundary conditions. We also now simply choose u,(¢,x) = 0 so that the
reduced basis approximation is simply given by

D
Upo(t, X) = Z cq(t)ug(x)
d=1
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and we use the basis functions ug(x), d = 1,..., D as test functions. Note that neither the
test or trial functions satisfy the correct boundary conditions so that these must be imposed
separately, i.e., in addition to the equations resulting from the Galerkin discretization of the
flow equations in the reduced basis space, we have the six equations

D
Z ca(t)Baj = Bj(t),
d—1

where (3;; denotes the j-th component of the boundary data vector satisfied by the basis
function ug(x) and 3;(t) denotes the j-th component of the given boundary data vector.
We now have an overdetermined system, i.e., we have D + 6 equations and D unknowns, so
that we have to delete six of the equations coming from the Galerkin discretization of the
flow equations. One possible choice is to delete the six equations corresponding to the test
functions ug4(x) ford = D —5,...,D.

— The computational results presented here were determined by the first approach to satisfy-
ing boundary conditions, i.e., by using snapshots and reduced-basis vectors that satisfy
homogeneous boundary conditions, and then using particular solutions to satisfy given
boundary conditions.

2 Effects of hypercube sampling strategies on the potential accu-
racy of reduced-order models

We want to compare the effects of the use of different sampling algorithms on the accuracy of a
type of reduced-order approximation. What is learned from this study will affect how we sample
parameter space during the snapshot generation process. We performed the following study.

1. We sample seven points within the six-dimensional unit hypercube. We use several different
sampling methods so that we produce several sets of points, with each set containing seven
points in the unit hypercube. The sampling methods we use are:

(a) Corner - the six vertices of the hypercube along the coordinate axes and the vertex
opposite the origin

MC - uniform random or Monte Carlo sampling in the hypercube

Ham - Hammersley sampling in the hypercube

)
)
(d) LHS - Latin hypercube sampling in the hypercube
) CVT - centroidal Voronoi tessellation sampling in the hypercube
)

LCVT - Latinized centroidal Voronoi tessellation sampling in the hypercube.

2. We then solve the Navier-Stokes equations 42 times using each of the total of 42 points in
the six sets determined in Step 1. Each point sampled has six coordinates which provide the
values of {0, }]6-:1 that are used in boundary conditions such as (1). As a result, we obtained
six reduced basis sets, one each corresponding to the six sets of sample points. Each reduced
basis set contains seven vectors that are solutions of the Navier-Sokes equations for each of
the seven points in parameter space which make up the corresponding sample set.



3. We select 10 more random points in the hypercube and solve the Navier-Stokes equations
for the values of {ﬁj}?zl specified by each of the 10 points. We use these 10 solutions as
representatives to see how well the reduced basis sets do in trying to approximate solutions
of the Navier-Stokes equations for general data points in the hypercube.

4. We determine the best approximation (in a least-squares sense) out of the span of each of the
six basis sets to each of the 10 random solutions determined in Step 3.

In Tables 1 and 2, we give for each of u and v and for each of the 10 random solutions found in
Step 3, the relative L? errors in the approximate least-squares solutions determined from each of the
six reduced bases. In the Table 3, we give the total (with respect to all 10 random solutions) relative
L? errors in the approximate least-squares solutions determined from each of the six reduced bases.

From Tables 1-3, we see that the results for several of the point sampling methods are compa-
rable, but that, in general, CVT point sampling seems to do a little better.

\ | Corner | MC | Ham | LHS | CVT | LCVT |

Solution 1 0.212 | 0.121 | 0.289 | 0.079 | 0.077 | 0.113
Solution 2 0.115 | 0.278 | 0.025 | 0.093 | 0.019 | 0.035
Solution 3 0.181 | 0.051 | 0.092 | 0.053 | 0.109 | 0.092
Solution 4 0.153 | 0.094 | 0.112 | 0.089 | 0.052 | 0.043
Solution 5 0.107 | 0.073 | 0.095 | 0.100 | 0.044 | 0.069
Solution 6 0.148 | 0.103 | 0.054 | 0.082 | 0.040 | 0.054
Solution 7 0.286 | 0.287 | 0.319 | 0.310 | 0.280 | 0.284
Solution 8 0.236 | 0.166 | 0.295 | 0.205 | 0.077 | 0.055
Solution 9 0.143 | 0.072 | 0.071 | 0.087 | 0.024 | 0.044
Solution 10 || 0.122 | 0.162 | 0.228 | 0.099 | 0.077 | 0.070

Table 1: Relative L? errors in u of the approximate least-squares reduced basis approximations.

\ | Corner | MC | Ham | LHS | CVT | LCVT |

Solution 1 0.304 | 0.169 | 0.460 | 0.092 | 0.098 | 0.165
Solution 2 0.149 | 0.194 | 0.035 | 0.134 | 0.024 | 0.050
Solution 3 0.278 | 0.083 | 0.160 | 0.073 | 0.175 | 0.140
Solution 4 0.291 | 0.156 | 0.272 | 0.209 | 0.105 | 0.069
Solution 5 0.174 | 0.083 | 0.167 | 0.110 | 0.061 | 0.113
Solution 6 0.258 | 0.158 | 0.137 | 0.144 | 0.067 | 0.090
Solution 7 0.395 | 0.305 | 0.406 | 0.266 | 0.279 | 0.310
Solution 8 0.352 | 0.193 | 0.524 | 0.215 | 0.104 | 0.092
Solution 9 0.192 | 0.059 | 0.112 | 0.123 | 0.035 | 0.055
Solution 10 || 0.263 | 0.238 | 0.527 | 0.224 | 0.231 | 0.242

Table 2: Relative L? errors in v of the approximate least-squares reduced basis approximations.



| Corner | MC | Ham | LHS | CVT [LCVT |

u error || 0.1618 | 0.1496 | 0.1591 | 0.1169 | 0.0841 | 0.0852
v error || 0.2578 | 0.1642 | 0.2929 | 0.1599 | 0.1224 | 0.1321

Table 3: Total (with respect to all 10 solutions) relative L? errors in u and v of the approximate
least-squares reduced basis approximations.

3 Reduced-order modeling of the flow in the airline terminal

We consider two preliminary test problems for the reduced order modeling (ROM) of the flow in
the airline terminal in order to demonstrate the feasibility of the ROM approach.

For the first problem, snapshots are generated from simulations for which all the boundary
condition parameters, §;, ¢ = 1,...,6 are identical; i.e., we only have one parameter determining
the flow field. Reduced-order models determined from these snapshots are also used to approximate
flows for which all the boundary condition parameters are the equal to each other.

For the second problem, snapshots are generated from simulations for which there are at most
two parameters determining the flow field. Specifically, we have that 83 = 84 and 81 = B3 = (5 =
B¢. This choice of separation of the [3;’s corresponds to the different regions of the terminal.

In what follows, note that two codes were used during the snapshot generation process: a
steady-state code and a time-dependent code. In all calculations the viscosity was 0.01 and the
number of finite element velocity degrees of freedom was 35,730.

In the tables and figures we provide, as functions of time, the relative L? or root-mean-square
errors in the reduced-order solutions. More precisely, if (u”,v") and (Urom,Vrom) denotes the
velocity components determined from the full-scale finite element code and a reduced-order model,
respectively, we compute the relative errors

Huh — Urom || and th — Urom|
[[ub|| [k [

1/2
= ([, i)
flow region

In the tables, we mostly report these relative errors as decimals, while in the figures we us percent-
ages.

where

4 Problem 1. The one-parameter case

4.1 Snapshot generation

We generated a total of 439 snapshots from two runs as follows:

e Set 3;, =1,7=1,...,6. Set initial condition to zero. The timestep for the backward-Euler
method is At = 0.1 and the time-dependent code was run for 300 time steps. Snapshots were
written off every two timesteps for a total of 150 snapshots. Normally for this run steady
state is reached in approximately 283 timesteps with the usual steady state criteria. We then
use the steady state (generated by the steady-state code) for all 8; = 1 for the particular
solution used to modify the snapshots so that they satisfy homogeneous boundary conditions.



e Set 5; =0,7=1,...,6. Set initial conditions to the steady state for all 5; = 1. Set At = 0.1.
We ran the code until it reached steady state and wrote off a total of 289 snapshots with a
snapshot written off every timestep for the first 100 timesteps and then every other timestep
for the next 200 timesteps and then every 5 timesteps after that. Of course, the particular
solution in this case is zero.

4.2 POD reduced bases

Using POD analyses, we generated 4 and 8-dimensional POD bases from the snapshots determined
as described in §4.1. The singular values corresponding the first 4 basis vectors were

27.8963
6.4502
4.5800
2.2931

and those for the next four basis vectors were

1.2649
0.7992
0.4416
0.2914

In each case the m x n snapshot matrix we used is of size 35,730 x 439. We note the (not too
rapid) decay of the singular values of the snapshot matrix.

4.3 CVT reduced bases

CVT is an clustering method that is optimal in the sense that it reduces the total variance, or
“energy,” of the clustering. The means of the clusters are the CVT-reduced-basis vectors. In
Tables 4 and 5, we provide some information about the 4 and 8-dimensional CVT reduced bases,
respectively. In those tables, “Cluster” refers to the clusters of snapshots determined by the CVT
clustering algorithms, “Population” refers to the cardinality of the corresponding cluster, the first
“Percentage” refers to the percentage of snapshots found in the corresponding cluster, “Energy”
refers to to the contribution made by the corresponding cluster to the CVT energy or variance, the
second “Percentage” refers to the percentage contibution of the corresponding cluster to the total
energy, and “Min” and “Max” respectively refer to the smallest and largest indices of the snapshots
found in the corresponding cluster. We note that the contributions the total CVT energy is much
better equilibrated for the case of the 8-dimensional basis.

Cluster | Population | Percentage | Energy | Percentage | Min | Max
1 48 10 3.80335 11 1 48
2 128 29 12.8132 37 151 | 278
3 161 36 13.6287 40 279 | 439
4 102 23 3.59558 10 49 | 150

Table 4: Information about the 4-dimensional CVT reduced basis.

4.4 Reduced-order simulations

We ran the reduced-order simulation code using both POD and CV'T bases for two model problems.




Cluster | Population | Percentage | Energy | Percentage | Min | Max
1 38 8 1.08167 13 151 | 188
2 64 14 1.05191 13 189 | 252
3 71 16 0.980012 12 369 | 439
4 48 10 1.12282 13 27 74
5 52 11 0.658033 8 253 | 304
6 26 5 1.18009 14 1 26
7 76 17 1.15761 14 75 | 150
8 64 14 0.769459 9 305 | 368

Table 5: Information about the 8-dimensional CVT reduced basis.

4.4.1 Problem 1la

For this problem, we start with an initial condition equal to the steady state solution corresponding
to all 8; = 1. The boundary condition for the problem we are solving is determined from

Bi=0 i=1,...,6,

so that the particular solution is zero. The full Navier-Stokes code is used to generate the same
solution with the same initial condition and the results are printed off for the first 20 timesteps
(At =0.1) and every 10 timesteps after that until steady state is reached.

Tables 6-9 provide a time history of the differences between the ROM solutions and the full finite
element solutions for several POD and CVT bases. In those tables, (u”,v") denotes the solution
to the full Navier-Stokes equations at the indicated time. Also (uf}b,vfb) denotes the solution to
the ROM problem converted to a full vector and, if appropriate, adjusted to satisfy the boundary
data. The norm used is the L?(Q)-norm. From Tables 6-9, we see that both low-dimensional
POD and CVT ROMs do quite well in approximating the flow field, with percentage errors for the
8-dimensional cases well under 5%.



h h h h
to| fluly, — o | Ity — oo ”uﬂl;hﬁo lo Hvﬁ,hﬁoﬂo

0.1 | 0.31377E-04 | 0.28909E-04 | 0.074964 | 0.11065

0.2 | 0.29125E-04 | 0.26972E-04 | 0.070042 | 0.10370
0.3 | 0.27043E-04 | 0.25257E-04 | 0.065456 | 0.097523
0.4 | 0.25121E-04 | 0.23731E-04 | 0.061188 | 0.092002
0.5 | 0.23349E-04 | 0.22367E-04 | 0.057224 | 0.087053
1.0 | 0.16490E-04 | 0.17401E-04 | 0.041608 | 0.068919
2.0 | 0.10626E-04 | 0.13024E-04 | 0.028224 | 0.053082
3.0 | 0.10287E-04 | 0.11807E-04 | 0.028575 | 0.049261
4.0 | 0.10677E-04 | 0.11409E-04 | 0.030870 | 0.048562
6.0 | 0.98962E-05 | 0.10763E-04 | 0.030698 | 0.047354
8.0 | 0.80137E-05 | 0.10004E-04 | 0.026436 | 0.045221
10.0 | 0.65741E-05 | 0.96023E-05 | 0.022929 | 0.044435
20.0 | 0.11436E-04 | 0.14489E-04 | 0.050229 | 0.073712
30.0 | 0.12380E-04 | 0.16567E-04 | 0.065610 | 0.091804
40.0 | 0.98224E-05 | 0.15136E-04 | 0.061240 | 0.091274
43.0 | 0.92208E-05 | 0.14730E-04 | 0.060133 | 0.091098

Table 6: Errors for Problem la using 4 POD basis functions.

h h h h

b |ty =l | ot — oo | Trtlo | Tl
0.1 | 0.45346E-05 | 0.58908E-05 | 0.010834 | 0.022548
0.2 | 0.37104E-05 | 0.46534E-05 | 0.0089230 | 0.017891
0.3 | 0.30261E-05 | 0.36831E-05 | 0.0073243 | 0.014221
0.4 | 0.24753E-05 | 0.29373E-05 | 0.0060290 | 0.011388
0.5 | 0.20553E-05 | 0.23857E-05 | 0.0050371 | 0.0092852
1.0 | 0.15772E-05 | 0.16440E-05 | 0.0039797 | 0.0065113
2.0 | 0.18086E-05 | 0.17706E-05 | 0.0048040 | 0.0072162
3.0 | 0.11859E-05 | 0.12020E-05 | 0.0032943 | 0.0050149
4.0 | 0.71656E-06 | 0.74994E-06 | 0.0020719 | 0.0031920
6.0 | 0.12089E-05 | 0.11548E-05 | 0.0037501 | 0.0050808
8.0 | 0.11989E-05 | 0.11889E-05 | 0.0039551 | 0.0053743
10.0 | 0.78022E-06 | 0.80685E-06 | 0.0027212 | 0.0037338
20.0 | 0.13314E-05 | 0.13487E-05 | 0.0058475 | 0.0068613
30.0 | 0.61413E-06 | 0.56743E-06 | 0.0032546 | 0.0031444
33.0 | 0.99106E-06 | 0.92473E-06 | 0.0055271 | 0.0052562

Table 7: Errors for Problem 1a using 8 POD basis functions.




h h h h
to| fluly, — o | Ity — oo ”uﬂl;hﬁo lo Hvﬁ,hﬁoﬂo
0.1 | 0.68600E-04 | 0.48035E-04 | 0.16389 0.18386
0.2 | 0.65436E-04 | 0.45724E-04 | 0.15737 0.17580
0.3 | 0.62420E-04 | 0.43591E-04 | 0.15108 0.16831
0.4 | 0.59542E-04 | 0.41609E-04 | 0.14503 0.16131
0.5 | 0.56793E-04 | 0.39758E-04 | 0.13919 0.15474
1.0 | 0.44742E-04 | 0.31996E-04 | 0.11289 0.12672
2.0 | 0.27102E-04 | 0.21170E-04 | 0.071991 | 0.086281
3.0 | 0.15625E-04 | 0.14072E-04 | 0.043403 | 0.058709
4.0 | 0.93748E-05 | 0.97441E-05 | 0.027106 | 0.041475
6.0 | 0.10964E-04 | 0.87039E-05 | 0.034010 | 0.038293
8.0 | 0.15643E-04 | 0.11691E-04 | 0.051604 | 0.052847
10.0 | 0.18431E-04 | 0.14189E-04 | 0.064281 | 0.065661
20.0 | 0.17479E-04 | 0.16302E-04 | 0.076770 | 0.082932
30.0 | 0.94155E-05 | 0.10624E-04 | 0.049898 | 0.058872
40.0 | 0.53630E-05 | 0.48304E-05 | 0.033437 | 0.029129
47.0 | 0.97141E-05 | 0.83381E-05 | 0.067107 | 0.053327

Table 8: Errors for Problem 1a using 4 CV'T basis functions.

h h h h
b |ty =l | ot — oo | Trtlo | Tl
0.1 | 0.10130E-04 | 0.10712E-04 | 0.024202 | 0.041002
0.2 | 0.87229E-05 | 0.89942E-05 | 0.020978 | 0.034581
0.3 | 0.74572E-05 | 0.75256E-05 | 0.018050 | 0.029058
0.4 | 0.63191E-05 | 0.62616E-05 | 0.015392 | 0.024276
0.5 | 0.52968E-05 | 0.51683E-05 | 0.012981 | 0.020115
1.0 | 0.16444E-05 | 0.15973E-05 | 0.0041491 | 0.0063266
2.0 | 0.20001E-05 | 0.20371E-05 | 0.0053128 | 0.0083025
3.0 | 0.24795E-05 | 0.24007E-05 | 0.0068877 | 0.010016
4.0 | 0.19528E-05 | 0.18629E-05 | 0.0056463 | 0.0079292
6.0 | 0.46337E-06 | 0.41839E-06 | 0.0014374 | 0.0018407
8.0 | 0.65784E-06 | 0.62524E-06 | 0.0021702 | 0.0028264
10.0 | 0.86745E-06 | 0.81458E-06 | 0.0030254 | 0.0037695
20.0 | 0.55139E-06 | 0.53078E-06 | 0.0024218 | 0.0027002
30.0 | 0.22321E-06 | 0.23343E-06 | 0.0011829 | 0.0012935
40.0 | 0.11792E-05 | 0.11790E-05 | 0.0073523 | 0.0071097

Table 9: Errors for Problem 1a using 8 CVT basis functions.
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4.4.2 Problem 1b

For this problem, we again start with an initial condition equal to the steady state solution cor-
responding to all 3; = 1. However, now the boundary condition for the problem we are solving is
determined from

=05 i=1,....6.

The particular solution used to force the ROM solutions to satisfy this boundary data is one-half
the steady state solution corresponding to all 3; = 1.0. The full Navier-Stokes code is used to
generate the same solution with the same initial condition and the results are printed off for the
first 20 timesteps (At = 0.1) and every 10 timesteps after that until steady state is reached.

Tables 10-13 provide a time history of the differences between the ROM solutions and the full
finite element solutions for several POD and CVT bases. We note that unlike Problem 1a, for this
problem the target boundary condition is not one that was used for the generation of the snapshot
set. Despite this fact, we see from Tables 10-13 that both low-dimensional POD and CVT ROMs
still do quite well in approximating the flow field, with percentage errors for the 8-dimensional cases
generally still under 5%.

Figures 2 and 3 provide the time history of the relative errors for the x and y-components of
the velocity, respectively, for 4 and 8 dimensional POD and CVT reduced-order models. We see
improvement in the accuracy as one increases the number or reduced-basis vectors. We also see that
seemingly, POD-reduced-order modeling gives slightly better results than does CVT-reduced-order
modeling. It should be noted that for both POD and CVT, very basic algorithms are being used and
that improvements in both approaches may be possible by using more sophisticated methodologies.

h h h h

t ]y — o | oty = v"o | i | e
0.1 | 0.15492E-04 | 0.14116E-04 | 0.026283 | 0.036480
0.2 | 0.14183E-04 | 0.12852E-04 | 0.024106 | 0.033273
0.3 | 0.12975E-04 | 0.11736E-04 | 0.022091 | 0.030435
0.4 | 0.11862E-04 | 0.10745E-04 | 0.020230 | 0.027909
0.5 | 0.10840E-04 | 0.98610E-05 | 0.018518 | 0.025654
1.0 | 0.70951E-05 | 0.67396E-05 | 0.012216 | 0.017663
2.0 | 0.63136E-05 | 0.55998E-05 | 0.011018 | 0.014863
3.0 | 0.89299E-05 | 0.75923E-05 | 0.015763 | 0.020371
4.0 | 0.11112E-04 | 0.96503E-05 | 0.019811 | 0.026140
6.0 | 0.13745E-04 | 0.12441E-04 | 0.024919 | 0.034248
8.0 | 0.15178E-04 | 0.13857E-04 | 0.027897 | 0.038664
10.0 | 0.16166E-04 | 0.14530E-04 | 0.030060 | 0.041015
20.0 | 0.30051E-04 | 0.18295E-04 | 0.0568861 | 0.052581
22.0 | 0.32346E-04 | 0.19373E-04 | 0.061230 | 0.055679

Table 10: Error for Problem 1b using 4 POD basis functions
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h h h h

t |l — o | Ilely — oo | Tmtle [ IeRoello
0.1 | 0.21864E-05 | 0.27427E-05 | 0.0037092 | 0.0070882
0.2 | 0.17988E-05 | 0.20222E-05 | 0.0030573 | 0.0052352
0.3 | 0.16266E-05 | 0.15819E-05 | 0.0027694 | 0.0041023
0.4 | 0.16672E-05 | 0.14410E-05 | 0.0028433 | 0.0037428
0.5 | 0.18613E-05 | 0.15424E-05 | 0.0031798 | 0.0040128
1.0 | 0.34009E-05 | 0.28585E-05 | 0.0058553 | 0.0074915
2.0 | 0.59180E-05 | 0.48912E-05 | 0.010328 0.012983
3.0 | 0.77137E-05 | 0.64404E-05 | 0.013617 0.017281
4.0 | 0.91450E-05 | 0.77603E-05 | 0.016304 | 0.021020
6.0 | 0.11401E-04 | 0.99160E-05 | 0.020669 0.027297
8.0 | 0.13155E-04 | 0.11573E-04 | 0.024177 | 0.032291
10.0 | 0.14602E-04 | 0.12874E-04 | 0.027152 0.036340
15.0 | 0.18156E-04 | 0.14448E-04 | 0.034370 0.041526

Table 11: Errors for Problem 1b using 8 POD basis functions

h h h h

t| Dty = o | llofy, — "o | Mgl | Ll
0.1 | 0.34128E-04 | 0.23717E-04 | 0.057900 | 0.061293
0.2 | 0.32387E-04 | 0.22306E-04 | 0.055045 | 0.057747
0.3 | 0.30733E-04 | 0.21022E-04 | 0.052325 | 0.054515
0.4 | 0.29160E-04 | 0.19846E-04 | 0.049731 | 0.051548
0.5 | 0.27663E-04 | 0.18761E-04 | 0.047257 | 0.048809
1.0 | 0.21200E-04 | 0.14393E-04 | 0.036500 | 0.037721
2.0 | 0.12591E-04 | 0.92841E-05 | 0.021974 | 0.024642
3.0 | 0.91903E-05 | 0.77553E-05 | 0.016223 | 0.020808
4.0 | 0.97655E-05 | 0.83805E-05 | 0.017411 | 0.022700
6.0 | 0.13524E-04 | 0.10882E-04 | 0.024518 | 0.029957
8.0 | 0.16280E-04 | 0.12754E-04 | 0.029922 | 0.035586
10.0 | 0.17962E-04 | 0.13930E-04 | 0.033401 | 0.039320
20.0 | 0.32598E-04 | 0.19235E-04 | 0.061706 | 0.055283

Table 12: Errors for Problem 1b using 4 CVT basis functions
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h h h h

to| fuly —alo | ([0 — "o ”uﬂbuhﬁo lo IIUTﬂ)hﬁO o
0.1 | 0.50440E-05 | 0.52912E-05 | 0.8005574 | 0.013674
0.2 | 0.43640E-05 | 0.44385E-05 | 0.0074170 | 0.011491
0.3 | 0.38102E-05 | 0.37810E-05 | 0.0064871 | 0.0098051
0.4 | 0.33892E-05 | 0.32976E-05 | 0.0057802 | 0.0085655
0.5 | 0.31075E-05 | 0.29713E-05 | 0.0053086 | 0.0077302
1.0 | 0.34255E-05 | 0.29599E-05 | 0.0058978 | 0.0077573
2.0 | 0.60063E-05 | 0.48394E-05 | 0.010482 0.012845
3.0 | 0.79358E-05 | 0.65063E-05 | 0.014009 0.017457
4.0 | 0.93606E-05 | 0.78836E-05 | 0.016689 0.021354
6.0 | 0.11502E-04 | 0.10036E-04 | 0.020852 0.027627
8.0 | 0.13190E-04 | 0.11650E-04 | 0.024243 0.032505
10.0 | 0.14619E-04 | 0.12920E-04 | 0.027184 0.036469
20.0 | 0.29791E-04 | 0.18126E-04 | 0.056394 0.052094
30.0 | 0.52624E-04 | 0.30320E-04 | 0.099616 0.087143

Table 13: Errors for Problem 1b using 8 CVT basis functions
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Figure 2: Percentage relative error in the x-component of the velocity for Problem 1b.
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Figure 3: Percentage relative error in the y-component of the velocity for Problem 1b.
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5 Problem 2. A two-parameter case

5.1 Snapshot generation

For this two-parameter problem, we generated 8 sets of snapshots. In each case, the time step used
for the backward-Euler discretization was At = 0.1 and we ran 100 timesteps. The snapshots were
generated as follows:

e Snapshots 1 - 100
boundary condition: §; =1 i=1...,6

initial condition: 0

Snapshots 101 - 200
boundary condition: ;=0 i=1...,6

initial condition: steady state solution corresponding to 3; =1,i=1,...,6

Snapshots 201 - 300
boundary condition: (1 =02 =05 =08s=0 Bs=p1=1

initial condition: steady state solution corresponding to 8; =1,i=1,...,6

Snapshots 301 - 400
boundary condition: (= 0y =5 =G =1 B3 =04=0

initial condition: steady state solution corresponding to 6; =1,i=1,...,6

Snapshots 401 - 500
boundary condition: (7 = B2 = 05 = B = 0.75 B3 = B4 =0.25

initial condition: steady state solution corresponding to 8; =1,i=1,...,6

Snapshots 501 - 600
boundary condition: (7 = G2 = 05 = B = 0.25 B3 = B4 =0.75

initial condition: steady state solution corresponding to 3; =1,i=1,...,6

Snapshots 601 - 700
boundary condition: 31 = B2 = 35 = B = 0.2 B3 =4 =04

initial condition: steady state solution corresponding to 3; =1,i=1,...,6

Snapshots 701 - 800
boundary condition: (1 = B2 = 85 = B = 0.8 Bs =1 =0.6
initial condition: steady state solution corresponding to 3; =1,i=1,...,6

Each snapshot was modified to satisfy homogeneous boundary conditions by subtracting the steady
state solution (generated by the steady-state code) for the same choice of 3; as was used to generate
the snapshot.
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5.2 POD reduced bases

Basis vectors were generated using 3 different sets of snapshots, each consisting of some or all the
snapshots generated as described in §5.1.

e Case 1: snapshots 1-400 (excludes 4 sets generated by “random” [3;)
e Case 2: snapshots 1-200 and 401-800 (excludes snapshots generated at corners)
e Case 3: snapshots 1-800 (all snapshots)

The first 16 singular values of the snapshot matrix for each of the three cases are given in Table
14. For each case, sets of 8 and 16 POD basis vectors were computed.

H Case 1 ‘ Case 2‘ Case 3 ‘H

28.4317 | 31.2352 | 34.6394
10.8004 | 6.0001 | 22.8174
3.4575 | 3.7814 | 10.7466
3.0259 | 2.6014 | 4.2382
21111 | 1.7520 | 3.2045
1.4128 | 0.8029 | 2.2339
0.6675 | 0.7198 | 1.5430
0.5618 | 0.5974 | 1.4711
0.3007 | 0.5177 | 0.8029
0.1979 | 0.2925 | 0.5788
0.1697 | 0.2470 | 0.5105
0.1190 | 0.1988 | 0.3024
0.0629 | 0.1347 | 0.2966
0.0576 | 0.1140 | 0.2576
0.0393 | 0.0814 | 0.1955
0.0327 | 0.0544 | 0.1762

Table 14: Singular values for POD basis vectors generated using three sets of snapshots

5.3 Reduced order model

Reduced-order simulations were run for POD bases for five model problems. For all problems, the
ROM code was run for 100 timesteps with At = 0.1. The ROM solution at specific timesteps was
compared to the corresponding solution determined from the full finite element code. In each case,
the L2(Q) was used for measuring the difference between ROM and full finite element results.

5.4 Problem 2a

For this problem, we set the initial condition to the steady state solution for all 3; = 1. We choose
the boundary conditions to correspond to the choices

B3 =P =1 B1= P2 =P =B = 0.

We use this example to test three different ways of selecting a particular solution to use to have
POD-based solutions satisfy the boundary conditions.

17



For Tables 15 and 16, the particular solution is chosen to be the steady state solution for the
same values of (; used to define the boundary condition; this is possible because that solution is
available (it was already used in the generation of the snapshots.) From those tables, we see that
we obtain excellent accuracy from the POD ROMs.

h h h h

b ]l =Pl | ol — ot | Ml | IRl

0.1 | 0.95721E-05 | 0.78586E-05 | 0.010744 | 0.015942

0.2 | 0.84530E-05 | 0.68505E-05 | 0.0094917 | 0.013902

0.3 | 0.74459E-05 | 0.60291E-05 | 0.0083637 | 0.012239

0.4 | 0.65428E-05 | 0.53659E-05 | 0.0073518 | 0.010896
0.5 | 0.57384E-05 | 0.48385E-05 | 0.0064500 | 0.0098285
1.0 | 0.31471E-05 | 0.36356E-05 | 0.0035425 | 0.0073957
2.0 | 0.34254E-05 | 0.36916E-05 | 0.0038646 | 0.0075273
3.0 | 0.41501E-05 | 0.35292E-05 | 0.0046904 | 0.0072095
4.0 | 0.38752E-05 | 0.28887E-05 | 0.0043859 | 0.0059102
6.0 | 0.19502E-05 | 0.16363E-05 | 0.0022121 | 0.0033564
8.0 | 0.29726E-05 | 0.32075E-05 | 0.0033774 | 0.0065935

10.0 | 0.60240E-05 | 0.53568E-05 | 0.0068502 | 0.011024

Table 15: Errors for Problem 2a using 8 POD basis functions generated from the 400 snapshots of
Case 1. The particular solution is chosen to be the steady state for the boundary condition.

h h h h
t| =l | oty — ot | Ml | Bnmele
0.1 | 0.59461E-06 | 0.91350E-06 | 0.66743E-03 | 0.18531E-02
0.2 | 0.38775E-06 | 0.55505E-06 | 0.43540E-03 | 0.11264E-02
0.3 | 0.23528E-06 | 0.30204E-06 | 0.26428E-03 | 0.61315E-03
0.4 | 0.13933E-06 | 0.15577E-06 | 0.15656E-03 | 0.31631E-03
0.5 | 0.11572E-06 | 0.15108E-06 | 0.13006E-03 | 0.30689E-03
1.0 | 0.23055E-06 | 0.31548E-06 | 0.25952E-03 | 0.64177E-03
2.0 | 0.14408E-06 | 0.15662E-06 | 0.16255E-03 | 0.31935E-03
3.0 | 0.14408E-06 | 0.13883E-06 | 0.16283E-03 | 0.28360E-03
4.0 | 0.13434E-06 | 0.13766E-06 | 0.15204E-03 | 0.28165E-03
6.0 | 0.13609E-06 | 0.13269E-06 | 0.15436E-03 | 0.27218E-03
8.0 | 0.10491E-06 | 0.87615E-07 | 0.11920E-03 | 0.18010E-03
10.0 | 0.86787E-07 | 0.10267E-06 | 0.98677E-04 | 0.21125E-03

Table 16: Errors for Problem 2a using 16 POD basis functions generated from the 400 snapshots
of Case 1. The particular solution is chosen to be the steady state for the boundary condition.

For Table 17, the particular solution is chosen to be the sum of the steady state solution for
B3 = 1 and all other 8; = 0 and the steady state solution for 84 = 1 and all other 5; = 0. The
results were substantially worse than those of Tables 15 and 16, with some percentage errors as
high as 22%.

Next, we tried setting the particular solution used to satisfy the boundary conditions to be all
zero except at the appropriate locations on the boundary. This resulted in very large error, e.g.,
percentage errors were around 80%.
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h _ . h h _h
b ]y —utllo | ol — oMl | PRl T T
0.1 | 0.73449E-04 | 0.10538E-03 | 0.82444E-01 | 0.21377E+00
10.0 | 0.72971E-04 | 0.10567E-03 | 0.82980E-01 | 0.21747E+00

Table 17: Errors for Problem 2a using 8 POD basis functions generated from the 400 snapshots of
Case 1. The solution satisfying the boundary data is chosen to be u3 + w4 where u; is the steady
state solution for 8; = 1, other 3; = 0.

5.5 Problem 2b
For this problem, we set the initial condition to the steady state solution for all §; = 1. The
boundary conditions correspond to

Bs=01=0  pr=p02=0 =0 =1.

The particular solution used to satisfy the boundary conditions is chosen to be the steady state
solution for these values of (; since this solution was available (it was used in the generation of the
snapshots.) This setup is very similar to that that let to Tables 15 and 16 and, as expected, Tables

18 and 19 show that the results are also similar.

h h h h
to| uly —ulo | Ilvf, — vl Huﬂbuhﬁo lo ”v]'f’vhﬁo lo
0.1 | 0.87766E-05 | 0.98358E-05 | 0.16621E-01 | 0.23117E-01
0.2 | 0.78511E-05 | 0.85852E-05 | 0.14914E-01 | 0.20197E-01
0.3 | 0.70343E-05 | 0.76085E-05 | 0.13403E-01 | 0.17915E-01
0.4 | 0.63150E-05 | 0.68365E-05 | 0.12067E-01 | 0.16110E-01
0.5 | 0.56834E-05 | 0.62167E-05 | 0.10891E-01 | 0.14661E-01
1.0 | 0.35923E-05 | 0.43589E-05 | 0.69746E-02 | 0.10315E-01
2.0 | 0.25832E-05 | 0.28165E-05 | 0.51270E-02 | 0.67013E-02
3.0 | 0.26532E-05 | 0.22514E-05 | 0.53621E-02 | 0.53803E-02
4.0 | 0.26510E-05 | 0.21543E-05 | 0.54404E-02 | 0.51673E-02
6.0 | 0.21034E-05 | 0.21342E-05 | 0.44266E-02 | 0.51508E-02
8.0 | 0.20870E-05 | 0.22339E-05 | 0.44823E-02 | 0.54195E-02
10.0 | 0.46180E-05 | 0.39122E-05 | 0.10091E-01 | 0.95341E-02

Table 18: Errors for Problem # 2b using 8 POD basis functions generated from the 400 snapshots
of Case 1. The particular solution is chosen to be the steady state for the boundary condition.
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h h h h
b |ty — o | il — oo | PRl ] IRl
0.1 | 0.48085E-06 | 0.74732E-06 | 0.91065E-03 | 0.17564E-02
0.2 | 0.32971E-06 | 0.49631E-06 | 0.62634E-03 | 0.11676E-02
0.3 | 0.23986E-06 | 0.36680E-06 | 0.45701E-03 | 0.86364E-03
0.4 | 0.19506E-06 | 0.30011E-06 | 0.37275E-03 | 0.70722E-03
0.5 | 0.17584E-06 | 0.25650E-06 | 0.33696E-03 | 0.60490E-03
1.0 | 0.14164E-06 | 0.18318E-06 | 0.27500E-03 | 0.43347E-03
2.0 | 0.19873E-06 | 0.26924E-06 | 0.39444E-03 | 0.64061E-03
3.0 | 0.12930E-06 | 0.13077E-06 | 0.26130E-03 | 0.31250E-03
4.0 | 0.84121E-07 | 0.10571E-06 | 0.17263E-03 | 0.25357E-03
6.0 | 0.17345E-06 | 0.21816E-06 | 0.36502E-03 | 0.52653E-03
8.0 | 0.10541E-06 | 0.99767E-07 | 0.22639E-03 | 0.24204E-03
10.0 | 0.37432E-06 | 0.14930E-06 | 0.41791E-03 | 0.60949E-03

Table 19: Errors for Problem 2b using 16 POD basis functions generated from the 400 snapshots
of Case 1. The particular solution is chosen to be the steady state for the boundary condition.

5.6 Problem 2c
For this problem, the initial condition is set to the steady state solution corresponding to all 3; = 1.
The boundary conditions correspond to the choices

B3 = B4 =10.5 B1= P2 =B = B =0.0.

Again, for these choices, no steady state solution is available, so the particular solution used to
satisfy the boundary conditions was chosen to be one-half the steady state solution corresponding
to B3 = B4 = 1.0 and all other 3; = 0.

As is borne out by Tables 20 and 21, the results for this problem are generally very good. Also,
we see from Figure 4 that, visually speaking, the full- and reduced-order solutions are very similar.

h h h h

b ]l =Pl | ol — ot | Ml | IRl
0.1 | 0.61355E-05 | 0.45514E-05 | 0.010704 | 0.013327
0.2 | 0.52829E-05 | 0.39442E-05 | 0.0092386 | 0.011577
0.3 | 0.45460E-05 | 0.34553E-05 | 0.0079679 | 0.010166
0.4 | 0.39246E-05 | 0.30691E-05 | 0.0068939 | 0.0090499
0.5 | 0.34216E-05 | 0.27756E-05 | 0.0060233 | 0.0082023
1.0 | 0.26870E-05 | 0.24243E-05 | 0.0047778 | 0.0072367
2.0 | 0.43795E-05 | 0.37434E-05 | 0.0079219 | 0.011367
3.0 | 0.55791E-05 | 0.48866E-05 | 0.010238 | 0.015054
4.0 | 0.64171E-05 | 0.56981E-05 | 0.011922 | 0.017776
6.0 | 0.78196E-05 | 0.69956E-05 | 0.014832 | 0.022292
8.0 | 0.91790E-05 | 0.83173E-05 | 0.017708 | 0.026976
10.0 | 0.10732E-04 | 0.97833E-05 | 0.021005 | 0.032217

Table 20: Errors for Problem 2d using 8 POD basis functions generated from the 400 snapshots of

Case 1.
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Table 21: Errors for Problem 2d using 16 POD basis functions generated from the 400 snapshots

of Case 1.

h h h h
b |ty — o | il oo | PRl ] IRl
0.1 | 0.31329E-06 | 0.45000E-06 | 0.54659E-03 | 0.13176E-02
0.2 | 0.44551E-06 | 0.51434E-06 | 0.77909E-03 | 0.15097E-02
0.3 | 0.62304E-06 | 0.62185E-06 | 0.10920E-02 | 0.18295E-02
0.4 | 0.80432E-06 | 0.74147E-06 | 0.14129E-02 | 0.21864E-02
0.5 | 0.98074E-06 | 0.86304E-06 | 0.17265E-02 | 0.25504E-02
1.0 | 0.17838E-05 | 0.14655E-05 | 0.31718E-02 | 0.43746E-02
2.0 | 0.32045E-05 | 0.27226E-05 | 0.57963E-02 | 0.82676E-02
3.0 | 0.44888E-05 | 0.39601E-05 | 0.82370E-02 | 0.12200E-01
4.0 | 0.56379E-05 | 0.50736E-05 | 0.10475E-01 | 0.15828E-01
6.0 | 0.75689E-05 | 0.68943E-05 | 0.14356E-01 | 0.21969E-01
8.0 | 0.91046E-05 | 0.82890E-05 | 0.17565E-01 | 0.26884E-01
10.0 | 0.10338E-04 | 0.94073E-05 | 0.20234E-01 | 0.30978E-01
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Full solution
beta_3= beta_4 = 0.5, beta_i=0, i=1,2,5,6

Reduced Order Model
beta_3=beta_4=0.5, beta_i=0, i=1,2,5,6
16 POD vectors

Figure 4: Comparison of full- and reduced-order flow solutions for Problem 2c at ¢ = 1.
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5.7 Problem 2d

For this problem, the initial condition is set to the steady state solution corresponding to all 3; = 1.
The boundary conditions correspond to the choices

For this case, a steady state solution corresponding to this boundary condition setup is not available.
So, the particular solution used to satisfy the boundary conditions is chosen to be one half the steady
state solution corresponding to all 3; = 1. Four and eight-dimensional POD bases are used.

We use this example to test the relative performance of the snapshot sets determined according
to Cases 1, 2, and 3 in §5.2. The results are given in Tables 22 to 29. We see that the results are
generally very good, with percentage errors generally less than 4%. However, a key observation can
be deduced from Tables 28 and 29: enlarging a snapshot set does not necessarily make the ROM
(with a fixed number of basis vectors) better. From those tables, we see that generally the results
for Case 2 (600 snapshots) are better than those for Case 1 (400 snapshots), but that the results
for Case 3 (800 snapshots) using a 16-dimensional POD basis are also worse than those for Case 2.
Looking at the results for Case 1 (400 snapshots) we also see that increasing the dimension of the
POD basis does not necessarily result in appreciable improvements in accuracy.

The conclusions just drawn from the tables can also be clearly deduced from Figures 5 and 6.
Also, we again see from Figure 7 that, visually speaking, the full- and reduced-order solutions are
very similar.

Table 22: Errors for Problem 2c using 8 POD basis functions generated from the 400 snapshots of

Case 1.

h h h h

t| fluly — o | [lof, — oo ”uﬂ’;hﬁo o ”v]'f;hﬁo o
0.1 | 0.26539E-05 | 0.30206E-05 | 0.0045024 | 0.0078062
0.2 | 0.22515E-05 | 0.24997E-05 | 0.0038266 | 0.0064715
0.3 | 0.20324E-05 | 0.22216E-05 | 0.0034602 | 0.0057612
0.4 | 0.19962E-05 | 0.21404E-05 | 0.0034044 | 0.0055597
0.5 | 0.21092E-05 | 0.21946E-05 | 0.0036032 | 0.0057095
1.0 | 0.34656E-05 | 0.30711E-05 | 0.0059667 | 0.0080489
2.0 | 0.59394E-05 | 0.48187E-05 | 0.010365 0.012790
3.0 | 0.77161E-05 | 0.63028E-05 | 0.0103621 | 0.016911
4.0 | 0.91265E-05 | 0.75590E-05 | 0.016271 0.020475
6.0 | 0.11299E-04 | 0.95666E-05 | 0.020484 0.026335
8.0 | 0.12929E-04 | 0.11182E-04 | 0.023762 0.031199
10.0 | 0.14329E-04 | 0.12632E-04 | 0.026645 0.035657
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Table 23: Errors for Problem 2c using 16 POD basis functions generated from the 400 snapshots

of Case 1.

Table 24: Errors for Problem 2c¢ using 8 POD basis functions generated from the 600 snapshots of

Case 2.

h h h h

b | lluly — o | ol — P | Pl | sl
0.1 | 0.41637E-06 | 0.40472E-06 | 0.00070638 | 0.0010459
0.2 | 0.74738E-06 | 0.64689E-06 | 0.0012702 | 0.0016747
0.3 | 0.10945E-05 | 0.93468E-06 | 0.0018634 | 0.0024239
0.4 | 0.14337E-05 | 0.12197E-05 | 0.0024452 | 0.0031681
0.5 | 0.17618E-05 | 0.14949E-05 | 0.0030097 | 0.0038891
1.0 | 0.32462E-05 | 0.27310E-05 | 0.0055891 | 0.0071573
2.0 | 0.56279E-05 | 0.47311E-05 | 0.0098216 | 0.012558
3.0 | 0.74615E-05 | 0.63264E-05 | 0.013171 0.016975
4.0 | 0.89207E-05 | 0.76339E-05 | 0.015904 0.020678
6.0 | 0.11136E-04 | 0.96475E-05 | 0.020188 0.026558
8.0 | 0.12801E-04 | 0.11138E-04 | 0.023527 0.031076
10.0 | 0.14431E-04 | 0.12760E-04 | 0.026122 0.035089

h h h h

b |l —ullo | Ilely — oo | Imtle | IR oello
0.1 | 0.28171E-05 | 0.32734E-05 | 0.0047793 | 0.0084597
0.2 | 0.27292E-05 | 0.28686E-05 | 0.0046385 | 0.0074264
0.3 | 0.27872E-05 | 0.27120E-05 | 0.0047454 | 0.0070330
0.4 | 0.29453E-05 | 0.27298E-05 | 0.0050231 | 0.0070905
0.5 | 0.31628E-05 | 0.28497E-05 | 0.0054031 | 0.0074138
1.0 | 0.44294E-05 | 0.37641E-05 | 0.0076262 | 0.0098651
2.0 | 0.63058E-05 | 0.51509E-05 | 0.011004 | 0.013672
3.0 | 0.74804E-05 | 0.61909E-05 | 0.013205 0.016611
4.0 | 0.83273E-05 | 0.70679E-05 | 0.014847 | 0.019145
6.0 | 0.95497E-05 | 0.84694E-05 | 0.017312 0.023315
8.0 | 0.10510E-04 | 0.95599E-05 | 0.019317 | 0.026673
10.0 | 0.11546E-04 | 0.10551E-04 | 0.021470 0.029782
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Table 25: Errors for Problem 2c¢ using 16 POD basis functions generated from the 600 snapshots

of Case 2.

Table 26: Errors for Problem 2c using 8 POD basis functions generated from the 800 snapshots of

Case 3.

h h h h
b ]l =Pl | ol — ot | Ml | IRl
0.1 | 0.64363E-06 | 0.70238E-06 | 0.0010919 | 0.0018152
0.2 | 0.64925E-06 | 0.60029E-06 | 0.0011035 | 0.0015541
0.3 | 0.71790E-06 | 0.65675E-06 | 0.0012223 | 0.0017031
0.4 | 0.81128E-06 | 0.76569E-06 | 0.0013836 | 0.0019889
0.5 | 0.90914E-06 | 0.87701E-06 | 0.0015531 | 0.0022816
1.0 | 0.13092E-05 | 0.12751E-05 | 0.0022541 | 0.0033419
2.0 | 0.17389E-05 | 0.16470E-05 | 0.0030347 | 0.0043716
3.0 | 0.19172E-05 | 0.17751E-05 | 0.0033843 | 0.0047628
4.0 | 0.19793E-05 | 0.18503E-05 | 0.0035289 | 0.0050119
6.0 | 0.21164E-05 | 0.21160E-05 | 0.0038368 | 0.0058250
8.0 | 0.24248E-05 | 0.25230E-05 | 0.0044567 | 0.0070395
10.0 | 0.29232E-05 | 0.30219E-05 | 0.0054358 | 0.0085300

h h h h

N T O =
0.1 | 0.31088E-05 | 0.39181E-05 | 0.0052742 | 0.010126
0.2 | 0.29479E-05 | 0.35961E-05 | 0.0050102 | 0.0093098
0.3 | 0.29275E-05 | 0.34560E-05 | 0.0049843 | 0.0089623
0.4 | 0.30142E-05 | 0.34363E-05 | 0.0051406 | 0.0089256
0.5 | 0.31732E-05 | 0.34887E-05 | 0.0054209 | 0.0090762
1.0 | 0.43105E-05 | 0.40573E-05 | 0.0074214 | 0.010633
2.0 | 0.62012E-05 | 0.51750E-05 | 0.010822 | 0.013736
3.0 | 0.74366E-05 | 0.61600E-05 | 0.013127 | 0.016528
4.0 | 0.83319E-05 | 0.70143E-05 | 0.014855 | 0.019000
6.0 | 0.96045E-05 | 0.83708E-05 | 0.017412 | 0.023043
8.0 | 0.10579E-04 | 0.94326E-05 | 0.019444 | 0.026318
10.0 | 0.11619E-04 | 0.10419E-04 | 0.021606 | 0.029411
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Table 27: Errors for Problem 2c using 16 POD basis functions generated from the 800 snapshots

h h h h

t | fluly — o | [lof, — oo ”uﬂzhﬁo o ”v]'f;hﬁo o
0.1 | 0.10241E-05 | 0.12578E-05 | 0.0017374 | 0.0032507
0.2 | 0.11096E-05 | 0.11536E-05 | 0.0018859 | 0.0029864
0.3 | 0.12600E-05 | 0.11995E-05 | 0.0021452 | 0.0031107
0.4 | 0.14357E-05 | 0.13125E-05 | 0.0024486 | 0.0034093
0.5 | 0.16166E-05 | 0.14453E-05 | 0.0027617 | 0.0037602
1.0 | 0.24145E-05 | 0.20488E-05 | 0.0041571 | 0.0053695
2.0 | 0.34288E-05 | 0.29076E-05 | 0.0059838 | 0.0077174
3.0 | 0.39742E-05 | 0.34672E-05 | 0.0070154 | 0.0093029
4.0 | 0.42545E-05 | 0.37952E-05 | 0.0075853 | 0.010280
6.0 | 0.43757E-05 | 0.39410E-05 | 0.0079326 | 0.010849
8.0 | 0.42244E-05 | 0.37115E-05 | 0.0077641 | 0.010356
10.0 | 0.41780E-05 | 0.34796E-05 | 0.0077691 | 0.0098220

of Case 3.
t POD wusing 400 snapshots || POD using 600 snapshots || POD using 800 snapshots
8 16 8 16 8 16
0.1 | .45% 071% A8% 11% .53% 1%
0.5 | .36% 30% .54% 16% .54% .28%
1.0 | .60% 56% 16% .23% 4% A42%
2.0 | 1.0% .98% 1.1% .30% 1.1% .60%
4.0 | 1.6% 1.6% 1.5% .35% 1.5% 76%
6.0 | 2.0% 2.0% 1.7% .38% 1.7% 19%
8.0 | 2.4% 2.4% 1.9% A45% 1.9% 78%
10.0 | 2.7% 2.6% 2.1% .54% 2.2% 78%

Table 28: Comparison of percentage errors in the xz-component of velocity for Problem 2c¢ using

different snapshot sets.

t POD using 400 snapshots || POD using 600 snapshots || POD using 800 snapshots
8 16 8 16 8 16
0.1 | .78% 10% .84% 18% 1.0% .33%
0.5 | .57% .39% 4% .23% 91% .38%
1.0 | .80% 2% .98% .33% 1.1% .54%
2.0 | 1.3% 1.3% 1.4% 44% 1.4% 7%
4.0 | 2.0% 2.1% 1.9% 50% 1.9% 1.0%
6.0 | 2.6% 2.7% 2.3% .59% 2.3% 1.1%
8.0 | 3.1% 3.1% 2.7% 70% 2.6% 1.0%
10.0 | 3.6% 3.5% 3.0% .85% 2.9% .98%
Table 29: Comparison of percentage errors in the y-component of velocity for Problem 2c¢ using

different snapshot sets.
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PERCENTAGE OF NORMALIZED ERROR
X-COMPONENT OF VELOCITY

25k ----o---- POD 8 (400 snapshots)
B ——=—— POD 16 (400 snapshots)
----p--- POD 8 (600 snapshots)
—<—— POD 16 (600 snhapshots)
- ----a---- POD 8 ( 800 snapshots) A
—<—— POD 16 (800 snapshots) -7

Percent error

Figure 5: Percentage relative error in the z-component of the velocity for Problem 2d corresponding
to different snapshot sets and different POD-basis dimension.
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PERCENTAGE OF NORMALIZED ERROR
Y-COMPONENT OF VELOCITY

_ 0
35 :

B ----©--- POD 8 (400 snapshots)

- ———a&—— POD16 (400 snapshots)

| ----»--- POD 8 (600 snapshots)

- ——~<—— POD 16 (600 snapshots) p

3 ----A---- POD 8 (800 snapshots) P
B ——o—— POD 16 (800 snapshots) A
/’D’/
,A‘/
S
o
=
o
-
c
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[7)
o
| | I | | | I
8 10

Figure 6: Percentage relative error in the y-component of the velocity for Problem 2d corresponding
to different snapshot sets and different POD-basis dimension.
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Full solution
beta_i=0.5,i=1,2,...,6

Reduced Order Model Solution
beta_i = 0.5, i=1,2,...,6
16 POD vectors

Figure 7: Comparison of full- and reduced-order flow solutions for problem 2d at t = 1.
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5.8 Problem 2e

For this problem, the initial condition is set to the steady state solution corresponding to all 3; = 1.
The boundary conditions correspond to the “random” choices

fB3=p4=065  [B1=p=p5= 03 =0.15.

We use this example to further investigate the effects on the ROM simulation resulting from different
choices for the particular solution used to satisfy the boundary conditions. The different choices
are determined as follows.

e Method 1:  the particular solution is the steady state for 83 = B4 = 0.65, (1 = B2 = 35 =
Bs = 0.15.

e Method 2:  the particular solution is 0.65%(steady state for 83 = B4 =1, (1 = f2 = (05 =
B = 0) + 0.15x(steady state for B3 =8, =0, 1 =02=05=0Fs = 1).

e Method 3:  the particular solution is 0.65%(steady state solution for f3 = 1, §; = 0) +
0.65%(steady state solution for 4 = 1, 3; = 0) + 0.15x(steady state solution for 33 = 4

0, f1=02=05=06=1).

Note that the steady state solution used in Method 1 is not really available, while those used
in Method 2 are available from the snapshot generation process. Those for Method 3 could be
available since the involve corner values of the 3;’s.

Table 30 and Figure 8 provide results for the three methods of choosing the particular solution;
8-dimensional POD bases were used for these results. If 16 POD vectors are used, the errors using
Method 1 decrease as before. Using Method 2, the errors reduce somewhat and using Method 3,
the errors remain about the same. Also, we again see from Figure 9 that, visually speaking, the
full- and reduced-order solutions are very similar.

t Method 1 Method 2 Method 3

U | v U | v U | v

0.1 | 1.1% | 1.6% | 2.5% | 3.9% | 7.0% | 14.3%
05 | .81% | 1.3% | 2.5% | 3.9% | 7.0% | 14.3%
1.0 | .75% | 1.2% | 2.6% | 3.9% | 6.9% | 14.4%
20 | 77% | 1.1% | 2.7% | 4.0% | 7.0% | 14.7%
4.0 | .78% | 1.1% | 2.7% | 4.2% | 7.1% | 15.3%
6.0 | .75% | 1.2% | 2.7% | 4.3% | 7.2% | 15.8%
80 [ .79% | 1.4% | 2.7% | 4.5% | 7.2% | 16.3%
10.0 | 97% | 1.7% | 2.8% | 4.8% | 7.3% | 16.7%

Table 30: Percent errors for Problem 2e using 8 POD basis functions generated from 600 snapshots
using all but four random ;. The particular solution is chosen in three different ways.
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COMPARISON OF DIFFERENT METHODS
FOR SATISFYING

- INHOMOGENEOUS BOUNDARY DATA 5
16 N 2 PARAMETER CA%E =0 T
- e T
g
B ——=a—— Method 1, x component
B — & - Method 1, y-component
12 [ —<—— Method 2, x-component
B — ¢ — Method 2, y-component
B ———6—— Method 3, x-component
| — ©- — Method 3, y-component
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Figure 8: Comparison of the use of different particular solutions for satisfying inhomogeneous
boundary conditions for Problem 2e.
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Full Solution
beta_3 = beta_4 = 0.65
beta_1 =beta_2 = beta_5 = beta_6 =0.15

Reduced Order Model

beta_3 = beta_4 = 0.65

beta_1 = beta_2 = beta_5 = beta_6 = 0.15
16 POD vectors

Figure 9: Comparison of full- and reduced-order flow solutions for Problem 2e at ¢ = 1.
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6 Concluding remark

A general conclusion from the five test problems is that the more the steady state solutions used to
define a particular solution has to do with the boundary conditions being used in the simulations,
the better the results. Of course, since such steady states are not known for general choices of
boundary conditions, the best possible case, e.g., Method 1 in Table 30 and Figure 8, is not always
realizable. However, it seems possible that acceptable results can still be obtained as in, e.g.,
Method 2 in Table 30 and Figure 8. Certainly further explorations are needed, as is the testing of
the second way of imposing boundary conditions that does not require the definition of particular
solutions; see page 3.
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