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| l. Description and Motivation
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= What is the project trying to do?

= Transparent Shaping is a programming model that allows software * GRID superscalar is a new programming paradigm for GRID enabling

— Explore techniques and tools to simplify the pracess of systems to change their behavior fransparently at runtime, ie. applications. With GRID superscalar a sequential application, composed
grid enablement without any manual modfications to the original code. of tasks of certain granularity, is automatically converted into a parallel

. N . application where the tasks are executed in different servers of a

- Why is it important? = TRAP/J (Transparent Reflective Aspect Programming in Java) is computational GRID. : 7 : :

o L : : : : the realization of this model in Java, which provides dynamic
— Building, debugging, deploying, and maintaining Grid adaptation to existing Java application.

enabled application is difficult (even when a sequential

version of the application exists)
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= What is the expected output?
— Methodologies and tools that enable easy Invoke Original Task i
implementation of Grid applications. _ \ o ’n;
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= Case Study

— Matrix Multiplication

Execute the Executs the
Criginal Task New Task
— Hurricane Mitigatinn Applicatbns

IV. Activity Diagram: Integration Approach with Matrix Multiplication Case Study |
Original Application
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A scientist will develop the business logic Grid-Enabled
of the application using a sequental code . mmm) | | AdaptReady | mmmd

{e.q., a matrix multipication algorithm).
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executed concurrently,
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@ A computer expert will idensfy sections of -‘
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A system administrator will configure the L R
Computer application to use the appropriate parallel vz eI
Expert algorithm based on the availability of e
Finer-Grain Parallelism: Adaptive resources (e g., number of available
code for maximum parallelism of 9. nodes|).
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A computer expert will develop adapive
code with different parallelism granularity,
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