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## Linear Algebra

- Mathematicians think of lists and tables as vectors and matrices;
- Vectors are thought of as "things"
- Matrices represent linear transformations of vectors;
- The study of linear transformations is called linear algebra;
- Python's numpy library gives us tools for linear algebra;
- Vectors have norm (length), unit direction, pairwise angle;
- Matrix-vector multiplication $A^{*} x=b$ transforms $x$ into b;
- Given $A$ and b, we can usually figure out what $x$ was;
- Insight into a matrix comes from $L U, Q R, S V D$ factorizations;
- Matrix eigenvalues indicate the structure of the transformation.

Machine learning looks for patterns and structures in data. Linear relationships are often the best simple approximation to complicated systems. Linear algebra is a collection of ideas and tools that we can use to construct these simple models of our observations.

In linear algebra, we study abstract objects called vectors; in machine learning, these are the individual observations of temperature, answers on a survey, medical records. While in machine learning, we might have a table whose rows are the observations, linear algebra thinks of this as a matrix. Linear algebra can help us decide whether

- two observations are very similar;
- your hospital bill can be approximately predicted by your sex, age, and smoking status;
- an image we have scanned is a picture of a cat or a dog.


## The Linear Algebra Problem

How can we use the tools of linear algebra to analyze our data when we think of it as vectors? In particular, we want to:

- distinguish lists, row vectors, and column vectors;
- initialize a vector;
- compute the norm (size) of a vector;
- compute the distance and angle between two vectors;
- initialize a matrix;
- multiply a vector by a matrix;
- solve a system of linear equations;


## 1 Lists and arrays

A vector is the fundamental object of linear algebra, which studies the ways in which a linear transformation, which might be represented by $A$, converts a vector $x$ into a vector $y$. This process is often written in the form $A * x=y$.

We tend to think of a vector as simply a list of numbers. In Python, we have already seen that lists of numbers can be created using square brackets and commas:

$$
\text { my_list }=[1,2,3]
$$

However, especially for numerical work, we will prefer to use a library called numpy, which allows us to do many numerical operations that are not defined for the standard Python list. When we're doing basic vector operations, we can then get away with creating an array by importing numpy, and then creating the array as a list of values, input to np.array():

```
import numpy as np
x = np.array ( [ 1, 2, 3 ] )
```

There are several facts we can check for our array:

```
type ( x )
    <class 'numpy.ndarray'>
x.shape
    (3,) # The trailing comma here has no special meaning. x is a list of 3 things.
len ( x )
    3
```

You may be aware that mathematics (and MATLAB!) distinguish between row and column vectors. However, our arrays are neither row or column vectors. They hold the number information, but no shape information. As long as possible, we will prefer to work with the arrays that Python sets up so easily. We will find that we can often get away with ignoring the distinction between row and column vectors. But, in case we need to create or work with such objects, we will look at this issue in the next section.

Just be aware that the simple array definition means that some common linear algebra operations won't work the way we expect. For instance, in mathematics (and MATLAB!), there is a transpose operation, that converts a row vector to a column vector, or vice versa. There is a corresponding transpose operation in Python (which works just fine for matrices!) but what it does to our simple array might surprise you.

```
x
    array([1, 2, 3])
```

x.T \# Adding ".T" will transpose an object

```
    array ([1, 2, 3])
np.transpose(x) # ...or calling np.transpose()
    array ([1, 2, 3])
```


## 2 Row and column vectors

The situation is more complicated if we wish to follow mathematical rules while working with vectors. That's because, in linear algebra, we distinguish between row vectors and column vectors. We describe the shape of a vector as $m \times n$, where $m$ is the number of rows, and $n$ is the number of columns. For vectors, at least one of these two numbers must be 1. (Otherwise, we would be describing some matrix, which we are not ready to think about yet!) For example, a $3 \times 1$ row vector $r$ might look something like this:

$$
r=\left(\begin{array}{ccc}
10 & 12 & 7
\end{array}\right)
$$

while a $1 \times 4$ column vector $c$ might be written this way:

$$
c=\left(\begin{array}{l}
14 \\
92 \\
17 \\
76
\end{array}\right)
$$

The problem we saw earlier, when trying to transpose our array x is that it is not really a mathematical row or column vector. If we really need to work with row or column vectors, we have create an object that looks like a list of lists. That is, we create a list, and each item in the list is the contents of a row of the object.

Here's how we would set up our $r$ and $c$ arrays, and examine the results:

```
r = np.array ([ [ 1, 2, 3 ] ] )
r.shape
    (1, 3)
len(r )
    1
r.T
    array ([[1],
    [2],
    [3]])
c = np.array ([ [ 1 ], [ 2 ], [ 3 ] ] )
c. shape
    (3, 1)
len (c)
    3
c.T
    array([[1, 2, 3]])
```


## 3 One array or vector

We can think of a vector as a one-dimensional list of values. The number of values is the dimension or extent of the vector. We often refer to this extent as $n$. If $v$ has extent $n$, we may express this by " $v$ is an $n$-vector".

A vector has a geometric interpretation. We can draw a two-dimensional vector $\left[v_{1}, v_{2}\right]$, for instance, on a Cartesian grid, as an arrow starting at the origin and extending to the point with coordinates $\left(v_{1}, v_{2}\right)$. Thus, we say that, geometrically, a vector has a length and a direction.

To measure the length or magnitude or norm of a vector, we combine its values in a certain way. Although there are many vector norms, the most common and useful are the Euclidean or "2" norm::

$$
\|v\|_{2}=\sqrt{\sum_{i=1}^{n} v_{i}^{2}}
$$

and the maximum norm or "infinity" norm:

$$
\|v\|_{\infty}=\max _{0 \leq i<n}\left|v_{i}\right|
$$

In Python, the Euclidean norm of vector $v$ can be computed by np.linalg.norm(v) and the max norm by np.linalg.norm(v,np.inf):

```
import numpy as np
x = np.random.rand ( 2 )
print ('2Norm of', x, ' is ', np.linalg.norm ( x ) )
print ( 'MNorm of', x, ' is ', np.linalg.norm ( x, np.inf ) )
y = np.array ( [ 3, 4 ] )
print ( '2Norm of', y, ' is ', np.linalg.norm ( y ) )
print ('MNorm of ', y, ' is ', np.linalg.norm ( y, np.inf ) )
z = np.ones ( 2 )
print ('2Norm of', z, ' is ', np.linalg.norm ( z ) )
print ( 'MNorm of', z, ' is ', np.linalg.norm ( z, np.inf ) )
```

From now on, if we simply say norm, we will mean the Euclidean norm.
The norm computes the length of a vector. If we divide a vector $v$ by its Euclidean norm, we get what is called a unit vector, sometimes written $\hat{v}$.

$$
\hat{v}=\frac{v}{\|v\|}
$$

For instance, the vector $v=[2,3]$ has a norm of $\sqrt{13}$, and so $\hat{v}=\left[\frac{2}{\sqrt{13}}, \frac{3}{\sqrt{13}}\right]$. You can verify that $\|\hat{v}\|=1$.
We can think of $\hat{v}$ as the direction of the vector, while $\|v\|$ is the strength or magnitude. Thus, simply rewriting the definition of the unit vector, we can factor any (nonzero) vector into a direction and magnitude:

$$
v=\|v\| \hat{v}
$$

Note that if we multiply a vector $v$ by a numeric factor $\alpha$ to get a vector $w$, this changes the norm of the vector, but not the direction.

$$
\begin{aligned}
w & =\alpha * v \\
\|w\| & =\alpha *\|v\| \\
\hat{w} & =\frac{w}{\|w\|} \\
\hat{v} & =\frac{v}{\|v\|} \\
\hat{w} & =\hat{v}
\end{aligned}
$$

You can verify this by considering $w=10 * v=10 *[2,3]=[20,30]$, computing $\hat{w}$, and showing that it equals $\hat{v}$.

## 4 The case of two vectors

If we have two vectors $v$ and $w$ of the same extent $n$, there are some obvious questions we can ask:

- Can we add $w$ and $v$ ?
- Is $w$ equal to $v$ ?
- Is $w$ simply a multiple of $v$ (longer? shorter?)
- Does $w$ lie somewhat or very little, along the direction of $v$ ?
- What is the angle between $v$ and $w$ ?

Geometrically, we can think of adding two vectors as a kind of two-stage walk. We start at the origin, then walk in the direction and length of vector $w$. Once we reach the end of that first stage, we continue to walk from there, but now in the direction and length of $v$. You can make a corresponding plot by drawing the vector $w$ starting at the origin, and then adding a picture of $v$ that starts at the tip of $w$.

Algebraically, things are very simple. The sum of $w$ and $v$ is a new vector we can call $u$, whose components are found by adding the corresponding pairs of components of $w$ and $v$ :

$$
u_{i}=w_{i}+v_{i}
$$

It turns out that $w$ is equal to $v$ exactly if the norm of $v-w$ is zero. So this is easy to check! In fact, $\|v-w\|$ measures the magnitude or distance between the two vectors, so the size of this quantity is an indication of how close they are.

To answer the other questions, we need to know about the vector inner product, usually known by the more familiar name of dot product:

$$
<v, w>=\sum_{i=1}^{n} v(i) * w(i)
$$

It turns out that

$$
\langle v, w\rangle=\|v\| \cdot\|w\| \cdot \cos (\alpha)
$$

where $\alpha$ is the angle between the two vectors. In particular, this means that

$$
\cos (\alpha)=\frac{\langle v, w\rangle}{\|v\|\|w\|}
$$

If $w$ is simply a multiple of $v$, then

- $\cos (\alpha)=1$ (the vectors point in the same direction), or
- $\cos (\alpha)=-1$ (the vectors point in opposite directions.)

On the other hand, if $\cos (\alpha)=0$, then the vectors are perpendicular.
In general, two vectors will have $\cos (\alpha)$ somewhere between -1 and +1 . Values near +1 or -1 mean the two directions are close, while values near 0 mean they have little relation. In our work, we will often need to use this measurement to decide whether two objects, represented by vectors, are closely related or not.

In Python, we can compute the vector dot product of $v$ and $w$ using np.dot(v,w)

```
import numpy as np
w = np.random.rand ( 2 )
x = np.random.rand ( 2 )
wdotx = np.dot ( w, x )
print ( ' dot (w,x) = ', wdotx )
```

and the cosine of $\alpha$ is also easy:

```
import numpy as np
w = np.random.rand ( 2 )
w_norm = np.linalg.norm ( w )
x = np.random.rand ( 2 )
x_norm = np.linalg.norm ( x )
cwx = np.dot ( w, x ) / w_norm / x_norm
print ( ' cos (w, x) = ', cwx )
```

Notice in these examples that $w$ and $x$ are defined as simple numpy arrays (essentially lists). We did not try to define them as row or column vectors.

In mathematics, and in MATLAB, the vector dot product can only be applied to a row vector dotted with a column vector. If the dot product of two column vectors, say $c_{1}$ and $c_{2}$ is desired, then the first factor must be transposed before the dot product is computed. Mathematically this might be written as

$$
\mathrm{c} 1 \operatorname{dotc} 2=c_{1}^{T} \cdot c_{2}
$$

or in MATLAB, as
$\mathrm{c} 1 \operatorname{dot} \mathrm{c}=\mathrm{c} 1{ }^{\prime} * \mathrm{c} 2$
If you are used to the conventions of mathematics or MATLAB, you should be aware that the np. dot() function, can be applied to simple numpy arrays as long as they have the same extent (number of entries).

## 5 The projection of one vector on another

Given any two vectors, it is unlikely that they are equal, but we would still like some information about whether they are closely related or not. We already know how to compute the angle between vectors $u$ and $v$. However, another way to view this relationship is to measure what is called the projection of $v$ onto $u$. What we want to know is, how much of vector $v$ is going in the direction of $u$ ?

We are going to compute a dot product between $v$ and the direction of $u$. In other words, we compute a number which we might call $\alpha$ :

$$
\alpha=<v, \hat{u}>
$$

Now we can think of $v=v_{1}+v_{2}$, where the $v_{1}$ component is in the direction $u$, and the $v_{2}$ component is perpendicular to $u$. Thus we can also compute $v_{2}$ :

$$
\begin{aligned}
v_{1} & =\alpha * \hat{u} \\
v & =v_{1}+v_{2}=\alpha * \hat{u}+v_{2} \\
v_{2} & =v-\alpha * \hat{u} \\
v & =v_{1}+v_{2}=\alpha * \hat{u}+(v-\alpha * \hat{u})
\end{aligned}
$$

As an example of projection, let $u=(3,4)$, and $v=(5,1)$ :

```
u = np.array ( [ 3, 4 ] )
u_norm = np.linalg.norm ( u )
uhat = u / u_norm
uhat_norm = 1.0
v = np.array ( [ 5, 1 ] )
v_norm = np.linalg.norm ( v )
beta = np.dot ( v, uhat )
v1 = beta * uhat
v2 = v - v1
```

```
v1_norm = np.linalg.norm ( v1 )
v2_norm = np.linalg.norm ( v2 )
cos1=np.dot ( v1, uhat ) / v1_norm / uhat_norm
angle1 = np.arccos ( cos1) # Python may complain cos1 illegal input for arccos
cos2 = np.dot ( v2, uhat ) / v2_norm / uhat_norm
angle2 = np.arccos ( cos2 )
```

You may find that the computation of angle1 fails, because the value of $\cos 1$ is illegal as input to $\mathrm{np} \cdot \arccos ()$. If so, look carefully at the value of $\cos 1$, explain what is wrong, and figure out a way to fix the problem.

## 6 A matrix is a two dimensional array

In linear algebra, a matrix is a two-dimensional table of numbers, with $m$ rows and $n$ columns. In machine learning, a matrix has two common uses. A matrix can be used to represent $m$ examples of data, each having $n$ measurements. It can also be used to represent a linear relationship that we discover between some of the measurements in a set of data. But this discussion will be useful, no matter which way we happen to be using a matrix in our machine learning application.

As we have seen, one of Python's data types is the list, a set of elements surrounded by square brackets. The elements need not be numbers; they can be just about any data type. That means the elements could be lists themselves, so Python easily handles lists of lists. Just to be clear, here is how such a list might be created:

```
menu = [ ',calzone', 'lasagna',' 'pasta',, 'pizza' ],
    'burrito',' 'gazpacho', 'taco' ],
    'gyro', 'hummus', 'tabouli', ] ]
```

However, for numerical work, this simple list-of-lists data type is not suitable to handle matrices. To start with, we expect a matrix to contain only numeric values, and we expect the matrix to be rectangular, that is, to be arranged as an $m \times n$ table of values. Neither of these features are guaranteed for a Python list-of-lists. Instead, we will always use the numpy library to create matrices, which will guarantee that they are numeric arrays in tabular format. Given this assurance, numpy supplies a huge library of functions that we can use for linear algebra operations involving such matrices.

We have seen that a numpy array v can be initialized by listing its values using the v=np.array ([list of $m$ values])) function. A matrix, for numpy, is initialized in the same way as a list of lists. In particular, the matrix is defined as a list of rows, and each row is a list of numeric values. The matrix

$$
A=\left(\begin{array}{llll}
11 & 12 & 13 & 14 \\
21 & 22 & 23 & 24 \\
31 & 32 & 33 & 34
\end{array}\right)
$$

could be entered in Python by

```
import numpy as np
A = np.array ( [
    [ 11, 12, 13, 14],
    [21, 22, 23, 24],
    [31, 32, 33, 34 ] ] )
```

As we saw earlier for simple arrays, we can get some useful type, shape, and size information about a matrix:

```
type (A )
A.shape
len (A )
A.T
```

Other useful matrix creation commands include

```
import numpy as np
B}=np.zeros([ 4, 5] ) #A 4x5 array of 0'
C = np.ones ([ 6, 3] ) # a 6x3 array of 1's
D = np.random.rand ( 2, 5 ) # 2x5 random values
I = np.identity ( 3 ) # 3x3 identity matrix
```


## 7 Matrix norm

A matrix $A$ can be measured using a norm, and np.linalg.norm(A) can compute it. The most interesting fact about the norm of a matrix is that it provides a limit on how much the matrix can transform a given vector. If the norm is 5 , then the transformation can't make the vector any more than 5 times bigger than it was, for instance.

In Python, we can create a random $4 \times 3$ matrix and compute its norm:

```
import numpy as np
A = np.array ( [
    [ 1, 2, 3 ],
    [4, 5, 6],
    7, 8, 0 ] ] )
A_norm = np.linalg.norm ( A )
print ('norm of', A, ' is ', A_norm )
```

By default, the matrix norm used is known as the Frobenius norm. Several other norms are available, and can be requested by adding an extra argument to the call:

```
A_norm_one = np.linalg.norm ( A, 1 ) # L1 norm: maximum column sum of |A|
A_norm_two = np.linalg.norm (A, 2 ) # L2 norm: maximum eigenvalue of A'A
A_norm_inf = np.linalg.norm (A, np.inf ) # Linfinity norm: maximum row sum of |A|
A_norm_fro = np.linalg.norm (A, 'fro', # Frobenius: sqrt of sum of squares of entries
```


## $8 A * x=y$ : A matrix can multiply a vector

Matrices affect vectors by multiplying them. To compute the matrix-vector product $A * x$, if $A$ is an $m \times n$ matrix, then $x$ must be an $n$-vector and $y$ must be an $m$-vector. One way to think about this is that if you replace the equation $A * x=y$ by the shapes of the objects, you must have something like

$$
(m \times n) \times(n \times 1)=(m \times 1)
$$

On the left hand side, the second and third dimensions must be equal $(n=n)$, otherwise the multiplication is illegal. The first and fourth dimensions define a shape $(m, 1)$ that must match the shape of the object on the right hand side.

If you are unfamiliar with the rules of matrix-vector multiplication, then you need to look online for help. Briefly, each result $y_{i}$ is computed by multiplying corresponding elements of row i of matrix A with elements of x :

$$
y_{i}=\sum_{j=1}^{n} A_{i, j} x_{j}
$$

but it is my conviction that no one ever understood matrix multiplication by looking at such a formula. That's why, if this is unfamiliar to you, I urge you to find a nice explanation online that includes diagrams and examples!

We can multiply a matrix times a vector using np.matmul():

```
import numpy as np
A = np.array ( [
    [ 1, 2, 3 ],
    [4, 5, 6] ],
    7, 8, 0 ] ] )
x = np.array ([ 1, 2, 3 ] )
y = np.matmul ( A, x )
print (A, '*', x, '=', y )
```

In fact, we can use the same function np.matmul $(A, B)=C$ to compute a matrix-matrix product as well. In order for this product to be legal, we check dimensions:

$$
\left(m_{1} \times n_{1}\right) \times\left(m_{2} \times n_{2}\right)=\left(m_{3} \times n_{3}\right)
$$

and we can state that the multiplication can only be carried out if $n_{1}=m_{2}$, in which case the dimensions $\left(m_{3}, n_{3}\right)$ of the product $C$ will actually be equal to $\left(m_{1}, n_{2}\right)$.

You can investigate this by computing the product of two random matrices of unusual shape:

```
A = np.random.rand ( 3, 2)
B = np.random.rand ( 2, 5 )
C = np.matmul (A, B )
```

State why the computation of $C$ is legal, and what the shape of $C$ will be!

## 9 Solving $A * x=y$ for $x$

It turns out that many linear algebra problems seek to reverse the process of matrix multiplication. In other words, we know the matrix $A$ and the right hand side $y$, and we wish to find a vector $x$ so that $A * x=y$. This is called solving a linear system. For now, we will assume that the matrix $A$ is square (that is, that $m=n$ ). Mathematically, we should also assume that the matrix $A$ is not singular. When a matrix is singular, the solution process can break down. For now, we will just assume that's not going to happen.

As mentioned in class, Gauss elimination can be used to solve the system. Luckily for us, the function np.linalg.solve (A,y) will do this for us:

```
import numpy as np
A = np.array ( [
    [ 1, 2, 3 ],
    [4, 5, 6] ],
    [7, 8, 0 ] ] )
y = np.array ([ [14, 32, 23 ] )
x = np.linalg.solve (A, y )
print ( A, '*', x, '=', y )
#
    Verify norm of error is zero or very small:
e = np.matmul ( A, x ) - y
e_norm = np.linalg.norm ( e )
print ('Error ||A*x-y| =, , e_norm )
```


## 10 Matrix and vector norms estimate the size of $A * x$

Matrix-vector multiplication is similar to regular multiplication, but we can agree that it is certainly more complicated. Multiplying a vector $v$ by a matrix $A$ doesn't simply increase $v$ by some factor; it changes both its direction and norm. And what's worse, the changes in direction and norm will vary for each vector
$v$. With such a complicated process, we'd still like to be able to say that one matrix $A$ is "bigger" than another matrix $B$, or at least, that matrix $A$ is "stronger". To do so, we will concentrate only on how a matrix changes the norm of a vector. And since results vary from vector to vector, we will have to look for the maximum change that each matrix causes.

So, for each nonzero vector $v$, compute $w=A * x$, and consider the stretching factor $s(v)=\frac{\|w\|}{\|v\|}$. The maximum stretching you see will be defined as the norm of $A$. We can do the same process for matrix $B$, and compare the norms to decide which matrix is "stronger". The norms we are talking about here are the same matrix norms we discussed earlier. But now we are trying to explain how they can be determined, and what they are good for.

What we are really interested in is having a bound on how much a given matrix can stretch any vector. In particular, if I start out with vectors $x$ inside the circle of radius 2 (that is, $\|x\| \leq 2$ ), and $\|A\|=10$, then I know that every product vector $y=A * x$ must lie inside the circle of radius 20 , (because $\|y\| \leq 10 *\|x\|$

In particular, if $y=A * x$, we can confidently assert that

$$
\|y\| \leq\|A\| *\|x\|
$$

Let us verify this for our example:

```
import numpy as np
A = np.array ( [
    [ 1, 2, 3 ],
    [4, 5, 6 ],
    7, 8, 0 ]'] )
A_norm = np.linalg.norm(A,2)
print ( , A_norm = ,, A_norm )
A_norm_estimate = 0.0
for test in range ( 0, 100) :
    x = np.random.rand ( 3 )
    x_norm = np.linalg.norm ( x, 2 )
    y = np.matmul (A, x )
    y_norm = np.linalg.norm ( y, 2 )
    A_norm_estimate = max (A_norm_estimate, y_norm / x_norm )
print ( , A_norm_estimate = , , A_norm_estimate )
```

Notice that we specified the use of the Euclidean or "2-norm" for both matrices and vectors. When doing this kind of calculation, the same norm must be used for both cases. Unfortunately, in numpy, the default matrix norm is Frobenius, while the default vector norm is Euclidean. So we had to be explicit in our norm choice.

As an exercise, suppose that the matrix $A$ and vector $y$ are defined as:

$$
A=\left(\begin{array}{rrrr}
5 & 7 & 6 & 5 \\
7 & 10 & 8 & 7 \\
6 & 8 & 10 & 9 \\
5 & 7 & 9 & 10
\end{array}\right), \quad y=\left(\begin{array}{c}
58 \\
81 \\
77 \\
69
\end{array}\right)
$$

Write a Python program in which you:

1. set the variables $A$ and $y$;
2. solve for a vector x so that $A * x=y$;
3. compute $\|A\|,\|x\|,\|y\|$ and verify that $\|y\| \leq\|A\| *\|x\|$
4. compute the error $e=A * x-y$, and print $\|e\|$.
