Chapter

Introduction to Boundary Value
Problems

When we studied IVPs we saw that we were given the initial value of a function
and a differential equation which governed its behavior for subsequent times. Now
we consider a different type of problem which we call a boundary value problem
(BVP). In this case we want to find a function defined over a domain where we are
given its value or the value of its derivative on the entire boundary of the domain
and a differential equation to govern its behavior in the interior of the domain; see
Figure 4.1.

In this chapter we begin by discussing various types of boundary conditions that
can be imposed and then look at our prototype BVPs. A BVP which only has one
independent variable is an ODE but when we consider BVPs in higher dimensions
we need to use PDEs. We briefly review partial differentiation, classification of
PDEs and examples of commonly encountered PDEs. We discuss the implications
of discretizing a BVP as compared to an IVP and give examples of different types
of grids. We will see that the solution of a discrete BVP requires the solution of a
linear system of algebraic equations Ax = b so we end this chapter with a review
of direct and iterative methods for solving Ax = b for a square invertible matrix A.

4.1 Types of boundary conditions

In the sequel we will use €2 to denote the domain for a BVP and T" to denote its
boundary. In one dimension, the only choice for a domain is an interval. However, in
two dimensions there are a myriad of choices; common choices include a rectangle,
a circle, a portion of a circle such as a wedge or annulus, or a polygon. Likewise in
three dimensions there are many choices for domains. We will always assume that
our domain is bounded; e.g., we will not allow the right half plane in R? defined
by @ = {(z,y) | * > 0} to be a domain. In addition, we will assume that our
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Boundary values for unknown are given along the boundary I'

Unknown is governed
by differential equation
in interior of domain

Boundary values for unknown
are given along the boundary T’

Figure 4.1: Sample domain of a BVP with a differential equation governing
the unknown in the interior of the domain and boundary values specified on all
boundaries.

boundary is sufficiently smooth.

The conditions that we impose on the boundary of the domain are called bound-
ary conditions. The most common boundary condition is to specify the value of the
function on the boundary; this type of constraint is called a Dirichlet! bound-
ary condition. For example, if we specify Dirichlet boundary conditions for the
interval domain [a, b], then we must give the unknown at the endpoints a and b;
this problem is then called a Dirichlet BVP. In two dimensions we have to specify
the boundary values along the entire boundary curve and in three dimensions on
the entire boundary surface.

A second type of boundary condition is to specify the derivative of the unknown
function on the boundary; this type of constraint is called a Neumann? boundary
condition. For example, if we specify u'(a) = « then we are imposing a Neumann
boundary condition at the right end of the interval domain [a, b]. If we specify only
Neumann boundary conditions, then the problem is a purely Neumann BVP.

A third type of boundary condition is to specify a weighted combination of
the function value and its derivative at the boundary; this is called a Robin?
boundary condition or mixed boundary condition. For example, for the

INamed after the German mathematician Gustav Lejeune Dirichlet (1805-1859)
2Named after the German mathematician Carl Neumann (1832-1925)
3Named after the French mathematician Victor Gustave Robin (1855-1897)
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unknown u(z) on [a, b] we might specify the Robin condition u(a)—2u'(a) = 0. We
can have a mixed BVP by specifying one type of boundary condition on a portion
of the boundary and another type on the remainder of the boundary. For example,
on the interval [a, b] we might specify a Dirichlet condition for the unknown u(x) at
x = a by setting u(a) = « and a Neumann boundary condition at = b by setting
u'(b) = B.

We say a boundary condition is homogeneous if its value is set to zero; oth-
erwise it is called inhomogeneous. For example, consider a purely Dirichlet BVP
on [0,1] where we specify u(0) = 5 and u(1) = 0. Then the boundary condition
on the left at = 0 is inhomogeneous and the boundary condition on the right at
x = 1 is homogeneous. Thus if someone tells you they have a purely Dirichlet (or
Neumann) BVP on [a,b] with homogeneous boundary data, then you completely
know the boundary conditions without explicitly writing them.

4.2 Prototype BVPs in one dimension

We begin with the simplest scenario which is a linear second order BVP in one
spatial dimension so the domain is an interval [a, b]. This is often called a two-point
BVP because we must specify boundary conditions at the two points z = a and
x = b. Because our unknown must satisfy two boundary conditions we know that
the governing differential equation can't be first order as in the case of the IVP
where only one auxiliary condition was imposed; rather it must be second order.
For example, a Dirichlet BVP for u(x) on the domain Q = [0, 3] is

—u'(x)=2r O0<x<3
u(0) =0 u(3)=9.

From inspection, we know that u(x) must be a cubic polynomial because its second
derivative is a linear polynomial. To find the analytic solution we simply integrate
the equation twice and then apply the boundary conditions to determine the two
arbitrary constants to get u(z) = —23/3 + 6x. If we have the purely Neumann
problem

we have a different situation. The general solution to the differential equation is
u(z) = —23/3+ Crz+Cy so v/ (z) = —x? + C). Satisfying the boundary condition
u’'(0) = 0 gives C; = 0 and the other condition is also satisfied with this choice
of C;. Then the solution to the BVP is —x3/3 + Cs i.e., it is not unique but
rather only unique up to a constant! We can see this from the BVP because neither
the differential equation nor the boundary conditions impose any condition on u(x)
itself. If the boundary condition at the right was u/(3) = 1 then this could not have
been satisfied and there would have been no solution to the BVP. Consequently
care must be taken in using a purely Neumann problem.
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These BVPs are specific examples of a more general class of linear two-point
boundary value problems governed by the differential equation

—% (p(x)ji) +e(x)u=f(z) a<z<b, (4.1)

where p(z), q(z) and f(x) are given functions. Clearly if p = 1, ¢ = 0, a = 0,
b =3 and f(x) = 2z then we have our specific example. For a general second order
BVP which may be linear or nonlinear we write the differential equation as

y'(z) = f(x,y,y') a<z<b. (4.2)

Before we attempt to approximate the solution to a given BVP we want to know
that the continuous problem has a unique solution. For (4.1) it is well known that
under specific conditions on p(z), ¢(x) and f(z) there is a unique solution to the
Dirichlet BVP. In particular we assume that

0< Pmin S p S Pmax and Gmin = 0 S Q(x) S Gmax -

The coefficient p(z) is not allowed to be zero otherwise we would not have a
differential equation. For existence and uniqueness we require that f and g be
continuous functions on the domain [a, b] and that p has a continuous first derivative
there in addition to the given bounds. For the general nonlinear equation (4.2) the
theory is more complicated; in the sequel we will concentrate on the linear two-point
BVP.
We can also consider a higher order equation in one dimension. For example

consider the fourth order linear equation

d? d’u d du

e r(z)@ 7 p(z)% +q(@)u=f(z) a<z<b (4.3)

u(0) =u(l) =0 u”(0) =u"(1) =0.

This equation can either be solved as a fourth order equation or written as two
second order equations.

4.3 Prototype BVPs in higher dimensions

In the last section we looked at a two-point BVP which is just an ODE. When we
consider BVPs in higher dimensions the unknown will be a function of more than
one variable so the differential equation will be a PDE. In this section we first review
differentiation in higher dimensions and then look at the classification of PDEs and
some commonly encountered examples. Then we proceed to consider our prototype
equation which is the Poisson equation; in one dimension it is just —u”(x) = f(x).

4.3.1 Partial differential equations

Partial differential equations (PDEs) are differential equations where the unknown
is a function of more than one independent variable; this is in contrast to ODEs
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where the unknown is a function of only one independent variable. For example, in
two spatial dimensions we could have a function u = u(x,y) or in three dimensions
u = u(z,y, 2); in the case of time dependent problems we could have u = u(x,t)
in one spatial dimension, u = u(x,y,t) in two dimensions and u = u(z,y, 2,t) in
three dimensions. Of course equations can depend upon other variables than time
and space.

Recall from calculus that if a function depends on two or more independent
variables then to differentiate it we must take partial derivatives. For example, if
u = u(z,y) then we can determine its two first partial derivatives denoted u,, u,

or equivalently %' %Z' The definition of u, where u = u(x,y) is
hov) —
O _ o~y Mt y) —ulzy)
ox h—0 h

Thus a partial derivative gives the change in the function in the direction of the
coordinate axis so when we take a partial derivative with respect to z it gives the
change in the horizontal direction; thus y is held constant. Therefore if u(x,y) =
y3e®®, we have u, = 2y3e*” and u, = 3y?e**. Higher partial derivatives are
determined in an analogous manner. We will assume continuity of the derivative so
that the order of differentiation does not matter, e.g., uzy = uy,. For example, if
u(z,y) = y3e®® then uy, = 4y3e®, uy, = 6ye®®, uyy = 6y2e®® = uy,.

Differential operators

There are three differential operators that we will use extensively. Recall that in
calculus we learned that we take the gradient of a scalar and get a vector field. So
the magnitude of the gradient of u is the magnitude of the change in u, analogous
to the magnitude of the slope in one dimension. The standard notation used is
the Greek symbol nabla, V or simply “grad”. Remember that it is an operator
and so just writing V does not make sense but rather we must write, e.g., Vu.
The V operator is the vector of partial derivatives so in three dimensions it is
(0/0x,0/0y,0/02)T.

One use we will have for the gradient is when we want to impose a flux boundary
condition. Clearly there are times when we want to know the rate of change in
u(z,y) in a direction other than parallel to the coordinate axis; remember that the
standard partial derivative gives the change in the coordinate axis. When this is the
case we define a unit vector in the direction of the desired change and we use the
gradient of u. If n is the unit vector giving the direction then the derivative and
the notation we use is

ou

— =Vu-n. 4.4

o (4.4)
Note that if n = (1,0)7, i.e., in the direction of the z-axis, then we just get u,
which is the standard partial derivative in the direction of the x-axis; similarly if
n = (0,1)T then we get u,. We will have a particular use for this notation when
we specify a boundary condition such as the flux on the boundary. In one dimension

the flux is just «'(x) but in higher dimensions it is the change in u along the normal



CHAPTER 4. INTRODUCTION TO BOUNDARY VALUE PROBLEMST75

to the boundary. So in higher dimensions we will specify du/dn as a Neumann
boundary condition.

The next differential operator that we need is the divergence. Recall that the
divergence is a wvector operator. It is also represented by V or simply “div’ but
typically we use a dot after it to indicate that it operates on a vector; other sources
will use a bold face V. So if w = (wy, wa, ws) then the divergence of w, denoted
V - w, is the scalar dw; /0 + Owy /Oy + Ows/0z.

The last differential operator that we need is called the Laplacian. It combines
the gradient and the divergence to get a second order operator but of course the
order is critical. If u(z,y, z) is a scalar function then we can take its gradient to get
a vector function, then the divergence may be applied to this vector function to get
a scalar function. Because this operator is used so extensively in PDEs it is given
a special notation, A which is the Greek symbol for capital delta. In particular we
have A =V -V so if u = u(z,y, z) then

Au=V - Vu = Uy + Uyy + Uz (4.5)

because

0 o0 0

V-Vu=V- [(uzfuywuz)T} = (%7%) &

)T : (uwvuyauz)T = Ugx +uyy T+ Uy -

In the sequel we will typically use the notation Aw instead of V - Vu. In some
contexts V2u is used for Au but we will not use this notation.

Classification

Like ODEs, PDEs can be broadly classified by
e their order
e linearity.

The order is determined by the highest derivative occurring in the equation. For
linearity the equation must be linear in the unknown and its derivatives; nonlinearity
in the independent variables such as x,y do not affect the linearity of the equation.
We may have a single PDE or a coupled system of PDEs. For example, for u =
u(z,y), v =v(z,y) we have the single PDE

—Au= f(r,y)
or a system of PDEs for (u,v)
—Au+ U(:an) - f(wa y)

—Av + 3u(z,y) = g(z,y).

4Named after the French mathematician Pierre-Simon de Laplace (1749-1827).
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A second order linear PDE in two independent variables (£,7) has the general
form

auge + bugy + cupny, + due + euy + gu = f(&,n) (4.6)

where a,b,¢,d, e, g are given coefficients (they can be constants or functions of
(&,m) ) and f(&,n) is a given right hand side or source term. The equation is called
homogeneous if f = 0; otherwise inhomogeneous.

The second order linear PDE (4.6) is classified as elliptic, parabolic, or hy-
perbolic in a domain based upon the sign of the discriminant b — 4ac. We have
the equation classified as

elliptic if b2 —4ac < 0 for all points in the domain

parabolic if b2 — 4ac =0 for all points in the domain
hyperbolic if b2 — 4ac > 0 for all points in the domain

The names elliptic, parabolic, and hyperbolic come from the classification of conic
sections ax? 4 bxy + cy? + dx + ey + g which is classified as elliptic if b2 —4ac < 0,
etc. For example, for the unit circle 22 + y? = 1 we have b?> — 4ac = —4 < 0 so it
is elliptic.

Different types of phenomena are modeled by each type of equation. Throughout
this course we will consider prototype equations for each type of equation. It is
important to know if a given PDE is elliptic, parabolic or hyperbolic because this
tells us a lot about how to solve it.

Example 1.  Classify each equation by order and linearity. If the equation is a linear second order
equation in two independent variables classify it as elliptic, parabolic or hyperbolic.

1. Let u = u(z,y), then
—Au = —(ugz + uyy) = f(z,y) .
This equation is called the Poisson equation for f # 0; if f = 0, it is called the Laplace

equation. This is a second order linear PDE and is elliptic because b =0, a = ¢ = —1 so
b2 — 4ac < 0.

2. Let u = u(z,t), then
Ut — Ugx = f(xvt)'
This is called the heat or diffusion equation in one space variable. It is a second order linear
PDE and is parabolic because a = —1, b =c =0 so b2 — dac = 0.

3. Let u = u(z,y,t), then
ur — Au = f(xvyvt)
is called heat or diffusion equation in two space variables. It is parabolic although it doesn’t
fit into the framework above because it is a function of three independent variables.

4. Let u = u(z,t), then
Utt — Ugx = f(x, t)

is called the wave equation. It is a second order linear PDE and is hyperbolic because
a=1,b=0, c=—1 so b2 — 4ac > 0.
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5. Let u = u(z,y), then
A(Au) = f(z,y) where AAU = Ugzzz + 2Uzzyy + Uyyyy

is called the biharmonic equation. It is a fourth order linear equation.

6. Let u = u(z,t), then
Ut + Uty — Ugy = f(z,1)
is called the Burger equation in one space variable. It is a second order nonlinear equation
due to the uu, term.

7. Let u = u(z,y), then
Ugy = TUyy

is called the Tricomi equation. It is a second order linear equation and it changes type
depending on the value of . Herea =1, b=0and ¢ = —x so b> —4dac = 4z. If x =0
then it is parabolic (we just have uz; = 0), it is elliptic in the left half plane z < 0 and
hyperbolic for the right half plane > 0.

8. Let u = u(z,y,t) which is a vector with components (u,v); then
u; —Au+u:Vu+ Vp = f(z,y)
V-u=0

is a second order system. It is called the incompressible Navier-Stokes equations and is
nonlinear.

4.3.2 The Poisson equation

The Poisson® equation is the prototype equation for BVPs. The differential operator
is the laplacian denoted Aw which we defined by (4.5). The Poisson equation in
three dimensions is

—Au= f(z,y,2) (z,y,2) €Q (4.7

and in two dimensions we have the analogous definition without the dependence on
z. When f =0 it is typically called the Laplace equation.

The Poisson equation (4.7) is an elliptic equation. If we specify a Dirichlet BVP
then we must specify u on the boundary I". If we have a purely Neumann BVP, i.e.,

we specify — then our solution is not unique, just like in the one dimensional case.

n

An example of a mixed BVP for the Laplace equation is illustrated in Figure 4.2.
If we add homogeneous Dirichlet boundary conditions (i.e., v = 0 on I') and set

the domain to be the unique square, i.e., @ = (0,1) x (0, 1), then an exact solution

can be found: -

u(z,y) = Z Yn,m Sin(nmz) sin(mmry)

n,m=1

where

Yn,m =

11
1 )/0 /0 f(x,y) sin(nmx) sin(nmy) dedy .

n2(m?2 + n?

5Named after the French mathematician, geometer and physicist Siméon-Denis Poisson
(1781-1840).
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Figure 4.2: A sample mixed BVP for u(z,y) where I' = 'y UT3 UT5. Here
Dirichlet boundary conditions are specified on I'y UT's and a Neumann boundary

condition is specified on I'3. The notation — represents Vu - n where n is the
n

unit outer normal to the given boundary.

This is an infinite series where the coefficients are approximated by integrals and
convergence may be slow. So even in this case it may be faster to use numerical
techniques to approximate the PDE. If the domain becomes more complicated, then
even these types of solutions are typically not available.

There are various techniques for finding the solution to PDEs such as separation
of variables, Greens functions, series expansions, integration, etc. For example,
separation of variables was used to find the infinite series solution to the above
Dirichlet BVP. However these usually only work for simple domains and constant
coefficient problems. Consequently we need to look at methods for approximating
their solution.

When we do need an exact solution for verifying that our computer code is
working properly we can use a simple technique called method of manufactured
solutions which was introduced for IVPs in §1.3. For example, suppose we want to
solve the Poisson equation on the unit square and we want to satisfy homogeneous
Dirichlet boundary conditions, i.e., u(z,0) = u(z,1) = 0 and u(0,y) = u(1,y) = 0.
Then we choose a u(x,y) that satisfies these boundary conditions and then plug it
into Au to get a particular f(x,y) and then we solve that problem with the given
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right hand side. For homogeneous Dirichlet boundary conditions we could choose
u(z,y) = y(y — 1) sin(wz) (of course there are lots of other choices for u) and then
f(z,y) = —Au = —(—n?sin(rx) + 2) and we solve the BVP

2

—Au =7"sin(rz) —2, (z,y) € Q, u=0 onl.

4.4 Discretization

When we approximated the solution to IVPs our goal was to determine an approx-
imation at a set of discrete times using a step size At and if everything was done
correctly as At — 0 our approximate solution converged to our exact solution.
In developing algorithms for the IVPs we typically obtained algorithms where we
“march in time", i.e., we computed the value at t;, then used that to get the solu-
tion at to, etc. In a BVP like our two-point BVP the boundary conditions influence
the solution at the interior so we can't hope to simply start at one end of the do-
main and march to the other. Rather in most methods we will have to solve for the
solution at all the discrete points at once. This means that discretization of a BVP
results in solving a linear algebraic system of equations of the form Ax = b if the
BVP is linear; otherwise we have a system of nonlinear algebraic equations to solve.

As in the case of IVPs, when we turn to approximating the solution to the BVP
we give up having an analytic solution everywhere and instead seek an approximate
solution at a finite number of discrete points or regions (typically called elements
or cells) in the domain. So our first task in approximating the solution to a BVP is
to discretize the spatial domain using a grid or mesh.

In one dimension, discretization of the domain is clear cut. We partition the
interval [a,b] into n + 1 subintervals [z;, x;11] where

ro=a, r1=x0+Azr1, -+ =z 1+Aw;, -+ Tpp1=b.

If Az; = Ax for all i = 1,n+ 1 then the grid is uniform. The points x; are called
the grid points or nodes of the mesh.

For a second order differential equation we know either the value of the unknown,
its derivative or a combination of the two at x = a and «x = b. For example, if
we have Dirichlet boundary conditions then there are n interior nodes where we
approximate the solution. If the problem is a purely Neumann BVP then we must
approximate the solution at all n 4+ 2 points in the domain.

It is important to realize that obtaining a discrete approximation on a fixed grid
is somewhat meaningless. Our convergence results apply in the case that Az — 0
so we need to approximate the solution on a set of grids where the spacing tends to
zero in a uniform sense; that is, we must refine our grid several times. If the grid
is nonuniform, we can't refine in only one portion of the domain but rather must
refine throughout the domain. It is possible to get reasonable looking results on a
single grid but as Az — 0, the results do not converge. Once a computer code
has been developed to approximate the solution of a problem, one typically solves a
problem whose exact solution is known; results are then produced on a sequence of
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refined grids and it is verified that the results converge at the predicted theoretical
rate.

In higher dimensions generation of grids is much more involved but luckily there
are many available software packages to assist the user. In one dimension we divided
the domain into intervals but in two dimensions we can use rectangles, triangles,
hexagons, curved regions, etc. and in three dimensions we can use prisms, quadrilat-
erals, tetrahedrons, etc. If the domain is a rectangular region then a Cartesian grid
can easily be generated by taking the tensor product of a uniform one-dimensional
grid in each direction. In many instances we will simply use a rectangular domain
so the grid generation will be easy.

The grid one uses can have a significant impact on convergence, accuracy and
CPU time required. Some desirable properties for grids include the ability to cor-
rectly mimic the shape of the domain (e.g., a square is easy but a car is not); ease
in refining the grid, ability to grade smoothly from fine to coarse mesh; the ability to
control the quality of the mesh (e.g., if we are using triangles we want to maintain
a minimum angle condition).

4.5 Review of solving linear algebraic systems

Because discretization of BVPs typically reduces to solving a linear system, we
review some topics from linear algebra here. Even if the BVP is nonlinear, we solve
the resulting nonlinear algebraic system by iteration where each iteration typically
requires the solution of a linear system; for example, when we use a method like the
Newton-Raphson method.

4.5.1 Classes of matrices

In this section we review some of the basic definitions for matrices. We say that A
is an m X n matrix if it has m rows and n columns. We will refer to the entries of
A as a;j where 7 refers to the row and j to the column. For our purposes we are
mainly concerned with square n x n matrices which are invertible, i.e., there exists
an n X n matrix B such that AB = BA = I where [ is the n X n identity matrix
(a diagonal matrix with I;; = 1); we denote the inverse of A by A~1.

Matrices are classified by their structure of zeros and by certain properties they
possess. It is important to take advantage of the attributes of the matrix when we
solve systems because we can often save work. We first recall the terminology used
for the structure of zero entries in the matrix.

Definition 1. Let A be an n x n matrix with entries a;;.
A is a diagonal matrix if a;; = 0 for all ¢ # j.
A is an upper triangular matrix if a;; = 0 for all ¢ > j.

A is a lower triangular matrix if a;; = 0 for all j > ¢.
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A is a unit upper triangular matrix if it is upper triangular and a;; = 1
fori=1,2,....n.

A is a unit lower triangular matrix if it is lower triangular and a;; = 1 for
i=1,2,...,n.

A is a tridiagonal matrix if a;; = 0 for all ¢ — j| > 1.

A is a banded matrix of bandwidth ¢ if a;; = 0 for all |i — j| > ¢/2.

A is a permutation matrix if it can be formed by interchanging rows or
columns of the identity matrix.

A is called a sparse matrix if it has a large portion of zero entries even if
there is no pattern to the zero entries.

A is called a dense or full matrix if there are no or only a few zero entries.

Another important way to classify matrices is by their inherent properties. First
recall that the transpose of a matrix A, denoted A” is a matrix found by reflecting
A along its main diagonal, i.e., the (i, ) entry of AT is a;;.

Definition 2. Let A be an n x n matrix with real entries a;;.
A is a symmetric matrix if a;; = a;; for all 4, ;.
A is positive definite matrix if x” Ax > 0 for all x # 0.
A is positive semi-definite matrix if x” Ax > 0 for all x # 0.
A is an orthogonal matrix if A=! = A7 ie, AAT = AT A.

When multiplying two matrices together (where the procedure is defined) it is
important to remember that matrix multiplication is not commutative. By this we
mean that in general

AB # BA.

4.5.2 Gauss elimination

The first method that one typically learns for solving a linear system is Gauss elim-
ination. The basic idea is to transform the system Ax = b into an equivalent
system Ux = ¢ where U is an upper triangular matrix. Then this upper triangular
system can be solved by a method called back solving. We will describe the matrix
form of Gauss elimination but when implementing the method we do not actually
construct the transformation matrices and multiply the system by them. However,
this approach illustrates that LU factorization and Gauss elimination are equivalent
methods “on paper”. However there are applications when LU factorization is more
efficient.

We define a special type of matrix called an elementary matriz or Gauss trans-
formation matriz. This type of matrix is unit lower triangular and differs from the
identity matrix in only one column below the diagonal. In addition, its inverse is
easily attainable. These matrices are used to “zero out” entries in A below the
diagonal; of course if we premultiply A by a matrix we must do the same thing
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to the right hand side of the equation. The goal is to find Gauss transformation
matrices M such that

MIMITL MM A =T
where U is upper triangular. If we can do this then we have the system
MIMITE - MPMPAX = MIMITH - MPMb =c = Ux =c.

The upper triangular system Ux = ¢ can be solved by a process called back solving.
To determine the equations for x we equate corresponding entries of Ux and c.

Doing this, we get the following equations.

c
Set z,, = —
nn

Fori=n—-1,n—-2,...,1

n
Ci — E Ui, j T 5
j=it+1

€Tr; =

So all that is left to solve Ax = b is to determine the matrices M? and their
inverse. We will explicitly give M! and the remaining matrices are determined in
an analogous way. We will illustrate with an example. If we have an n X n system
then M! has the form

1 0 O 0
my 1 0 0
M= mél 0 1 0
mi; 0 0 1
where
m§1 = *a21/a11 mél = *1131/1111 m}l = *ail/aly
The inverse of M1 is just
10 0 --- 0
—m%1 1 0 --- 0
(MY~ = -mi; 0 1 0
-ml, 0 0 1

Example 2.  Find the Gauss transformation matrices M' and M? which converts

1 0 O
A= -3 1 0
2 0 1
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1 00 1 -1 1 -1 0
MA=| =3 1 0 3 4 =(o0o 7 7
2 0 1 -2 0 0 -2 1
1 0 0 1 -1 0 1 -1 0
MEMPAY=| O 10 0 7 )l=(0 7 7 |=U.
0 2/7 0 -2 1 0o 0 3

When we have transformed a general system to an upper triangular system by
using Gauss transformation matrices then we have essentially performed an LU
decomposition of A, i.e., written A as the product of a unit lower triangular matrix
and an upper triangular matrix. To see this note that because

to an upper triangular matrix. We have

and

—
[N

MIMITL L MEPMIA =T

where U is an upper triangular matrix and because each M’ has an inverse which
is unit lower triangular we have

A= (M) M) T ) T ) o

Because the product of two unit lower triangular matrices is also unit lower trian-
gular, then we have A = LU where

1

L= (M) M) 7 ) )

4.5.3 LU factorization

The process of GE essentially factors a matrix A into LU where L is unit lower
triangular and U is upper triangular. Now we want to see how this factorization
allows us to solve linear systems and why in many cases it is the preferred algo-
rithm compared with GE. Remember on paper, these methods are the same but
computationally they can be different.

First, suppose we want to solve Ax = b and we are given the factorization
A = LU. It turns out that the system LUx = b is “easy” to solve because we do
a forward solve followed by a backward solve.

Forward Solve: Ly =Db Back Solve: Ux=Yy.

We have seen that we can easily implement the equations for the back solve and
it is straightforward to write out the equations for the forward solve.

Example 3. If

b
Il
VRS
o = N
I
U = =
[\~
= O N
N——
Il
h
c
Il
N
>N =
w = o
= o O

= Ot N
N—



CHAPTER 4. INTRODUCTION TO BOUNDARY VALUE PROBLEMS 84

solve the linear system Ax = b where b = (0, —5, —16)7.

We first solve Ly = b to get y1 = 0; 2y1 + y2 = —5 implies y2 = —5 and 4y1 + 3y2 +y3 = —16
implies y3 = —1. Now we solve Ux = y = (0,—5,—1)T. Back solving yields z3 = —1,
3x2 + 5z3 = —5 implies 2 = 0 and finally 221 — z2 + 2z3 = 0 implies 1 = 1 giving the solution
(1,0,—1)T.

If GE and LU factorization are equivalent on paper, why would one be compu-
tationally advantageous in some settings? Recall that when we solve Ax = b by
GE we must also multiply the right hand side by the Gauss transformation matrices.
Often in applications, we have to solve many linear systems where the coefficient
matrix is the same but the right hand side vector changes. If we have all of the right
hand side vectors at one time, then we can treat them as a rectangular matrix and
multiply this by the Gauss transformation matrices. However, in many instances we
solve a single linear system and use its solution to compute a new right hand side,
i.e., we don't have all the right hand sides at once. This will be the case when we
solve time dependent BVPs, i.e., initial boundary value problems. When we perform
an LU factorization then we overwrite the factors onto A and if the right hand side
changes, we simply do another forward and back solve to find the solution.

One can easily derive the equations for an LU factorization by writing A = LU
and equating entries. Consider the matrix equation A = LU written as

aijlp a1z @13 A1n
a1 Q22 A23 a2n
az1 a3z2 ass a3n
an1 Gn2 Qan3 Ann
1 0 0 0 U1 U112 U113 Uln
€21 1 0 0 0 U22 U223 Uon,
— | 1 A3 1 0 0 0 wugg -+ us,
‘€n1 fng gnd 1 0 0 0 Unn

Now equating the (1,1) entry gives
a1 =1-u1 = uin =an
In fact, if we equate each entry of the first row of A4, i.e., a1; we get

uy; =ay; forj=1,...,n.

Now we move to the second row and look at the (2,1) entry to get as; = fo1 - u1g
which implies ¢21 = ag1/u11. Now we can determine the remaining terms in the
first column of L by

Eﬂzaﬂ/un fori:2,...,n.
We now find the second row of U. Equating the (2,2) entry gives ass = fo1u12+us0
implies ugs = age — fa1uq2. In general

U2; = 25 —Eglulj forj = 2,...,n.
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We now obtain formulas for the second column of L. Equating the (3,2) entries
gives
azz — L31u12
l31u12 + l3ou2e = azz = 32 = B
22

and equating (i,2) entries for i = 3,4,...,n gives
a2 — Liu12

lip=—"—"""1=3,4,...,n
U22

Continuing in this manner, we get the following algorithm.

Theorem 4.1. Let A be a given n X n matriz. Then if no pivoting is needed,
the LU factorization of A into a unit lower triangular matrix L with entries
4;; and an upper triangular matriz U with entries u;; is given by the following
equations.

Setulj:alj forjzl,...,n
Fork=1,2,3...,n—1
fori=k+1,....n

k—1
Qi k — E éimum,k‘
m=1

Uk, k

ik =

forj=k+1,....n

k
Uki1 = ki1 — D Lhitmtim -
m=1

Note that this algorithm clearly demonstrates that you can NOT find all of L
and then all of U or vice versa. One must determine a row of U, then a column of
L, then a row of U, etc.

Does LU factorization work for all systems that have a unique solution? The
following example demonstrates that not every invertible matrix has an LU factor-
ization without row or column interchanges. The following theorem states that if
we interchange rows of a matrix and then find an LU factorization.

Example 4.  Consider Ax = b where

(1) ()=(02)

which has the unique solution x = (1,1)7. Can you find an LU factorization of A? Just like in

GE the (1,1) entry is a zero pivot and so we can’t find uq1.
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Theorem 4.2. Let A be an n X n matrix. Then there exists a permutation

matriz P such that
PA=LU

where L 1s unit lower triangular and U is upper triangular.

There are several variants of LU factorization which we briefly describe.

e A = LU where L is lower triangular and U is unit upper triangular.

e A = LDU where L is unit lower triangular, U is unit upper triangular and D
is diagonal.

o If A is symmetric and positive definite then A = LLT where L is lower
triangular. This is known as Cholesky decomposition. If the diagonal entries
of L are chosen to be positive, then the decomposition is unique. This is an
important decomposition for us because our matrices will often be symmetric
and positive definite.

To see the equations for the Cholesky decomposition we equate entries on each
side of the matrix equation:

aii a12 a13 o A1n
a1 Q22 423 -+ A2p
asi a32 ass e a3n
ap1  QAp2 Gp3 - Apn
¢y 00 - 0 b1 by 31 -0 Am
lo1 faa O o 0 0 log fzy -+ lpo
— 631 632 533 0 0 0 633 s fng
enl £n2 £n3 o Enn 0 0 0 Enn

Equating the (1,1) entry gives
(11 = an -
Clearly, a;; must be > 0 which is guaranteed by the fact that A is positive definite
(just choose x = (1,0,...,0)T). Next we see that
(1161'1:(1”:&“:}&1:@, i=2,37...,n
l11
Then to find the next diagonal entry we have

1/2
E%l + 632 = Q99 = 622 = (a22 — 631) /

and the remaining terms in the second row are found from
aig — linlor .
lio = % 1=3,4,...,n.
22

Continuing in this manner we have the following algorithm.
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Theorem 4.3. Let A be a symmetric, positive definite matriz. Then the
Cholesky factorization A = LL"T is given by the following algorithm.

Fori=1,2,3,...,n
i—1 1/2
2
by = (aii - E f@')
J=1

fork=i+1,...,n

i—1

Ui = lig = i [aki - Zﬁkjfm}

Jj=1

One can show that if A is a symmetric matrix, then it is positive definite if and only if

A = LL". So this means that if we have a symmetric matrix and want to determine
if it is positive definite we can attempt to perform a Cholesky decomposition. If
it is not positive definite the algorithm will fail when a square root of a negative
number is attempted.

Operation Count

One way to compare the work required to solve a linear system by different methods
is to determine the number of operations required to find the solution. In Table 4.1
we summarize the operation counts for various operations. So that you can see how
these values are obtained, we provide the details for the operation count of a back
solve in the following example.

Example 5. OPERATION COUNT Suppose we are given an n X n upper triangular matrix U with
entries u;; and an n-vector b with components b; then we know that the solution of Ux = b is
given by the following steps.

bn

Set z,, = —
Unn

Fori=n—1n—-—2,...,1
n
bi — 2 i i1 Wi gt

Uiq

T; =
Provide the number of multiplication/divisions and additions/subtractions to solve an n X n upper
triangular system using these equations.

For x,, we require one division; we will count multiplications and divisions the same. For x,,_1
we have one multiplication, one division and one addition. For z,,_o we have two multiplications,
one division and two additions. We have

entry  multiplications  divisions  additions

Tn 0 1 0
Tn—1 1 1 1
Tn—2 2 1 2
Tn_3 3 1 3
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So counting multiplications and divisions as the same we have
n
nM)+1+2+3+---4+n)=n+ Zz multiplications/divisions
i=1
and

n—1
> i additions.
i=1

Now we would like to have the result in terms of O(n") for some r. If you recall from calculus

P

~ plp+1) ’L o pp+1)(2p—1)
Sotezh $terumoy

i=1
Using this first expression we obtain
n?24+n
2

n -+ = O(n?) multiplications/divisions

and
(n=1)2+(n-1)

2
So we say that performing a back solve requires O(n?) operations.

= O(n?) additions

procedure # multiplications/divisions ~ # square roots

dot product of two vectors n
matrix times vector n?
back solve "2—2
forward solve %
LU factorization 73—3
LLT factorization %3 n
LU factorization where
A is tridiagonal 4dn
LU factorization where
A has bandwidth ¢ ¢°*n

Table 4.1: Operation count for various calculations in linear algebra. We assume
that the given matrix is n x n and any vectors are of length n.

It is important to realize that solving a full n x n matrix requires O(n®) oper-
ations. This means that if we double the size of the matrix to 2n x 2n the work
does not double but rather goes up by a factor of eight!

4.5.4 Iterative methods

There are basically two broad classes of methods for solving Ax = b. The first is
direct methods such as GE and LU factorization and its variants. If we used exact
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arithmetic then direct methods find the ezact solution in a finite number of steps.
Iterative methods form a sequence of approximations x°, x!, x2,...x" to the exact
solution x and we hope that this sequence converges to the exact solution but it will
typically never reach the exact solution even if we do exact arithmetic. However,
we perform iterations until the approximation is within a desired tolerance.

Why do we want to look at solvers other than direct solvers? The main reason
is storage. Oftentimes (especially in 3D calculations) we have a working code
but we are unable to store our coefficient matrix when we attempt to do fine grid
calculations even when we take advantage of the structure of our matrix. In addition,
sometimes iterative methods may take less work than a direct method if we have
a good initial guess. For example, if we are solving a time dependent problem for
a sequence of time steps, At,2At,3At,... then we can use the solution at kAt
as a starting guess for our iterative method at (k + 1)At and if At is sufficiently
small, the method may converge in just a handful of iterations. If we have a large
sparse matrix (the structure of zeros is random or there are many zeros inside the
bandwidth) then one should use a method which only stores the nonzero entries in
the matrix. There are direct methods for sparse matrices but they are much more
complicated than iterative methods for sparse matrices.

A good (free) online source for iterative methods for solving Ax = b is given in
the description of a set of iterative solvers called TEMPLATES found at netlib:

http: //www.netlib.org/linalg/html templates/Templates.html

There are complications to implementing iterative methods that do not occur
in direct methods. When we use an iterative method, the first thing we realize is
that we have to decide how to terminate our method; this was not an issue with
direct methods. Another complication is that many methods are only guaranteed
to converge for certain classes of matrices. We will also find in some methods that
it is straightforward to find a search direction but determining how far to go in that
direction is not known. Lastly we need a starting guess for the iterative method;
in many applications such as time dependent problems we will have a ready initial
guess. However, unlike iterative methods for nonlinear equations, if an iterative
method for a linear system converges, then it will do so for any initial guess.

There are two basic types of iterative methods:

1. Stationary methods. These are methods where the data in the equation
to find 2**! remains fixed; they have the general form

2Pt = pxF + ¢ for a fixed matrix P and a fixed vector ¢

We call P the iteration matriz and its dominant eigenvalue dictates whether
the method will converge or not.

2. Nonstationary methods. These are methods where the data changes at
each iteration; they have the form

k+1

X =xF+ Ozkpk

Note here that the data, v, and p* change for each iteration k. Here p* is
called the search direction and «y, the step length.
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Stationary Iterative Methods
The basic idea is to split (not factor) A as the sum of two matrices
A=M-N
where M is easily invertible. Then we have
Ax=b= (M -N)x=b= Mx=Nx+b=x=M'Nx+M'b
This suggests the iteration
Given x° then xF = MINX* + M~'b, k=0,1,2,...

which is a stationary method with P = M~'N and ¢ = M ~'b. There are three
basic methods which make different choices for M and N. We will look at all three.

The simplest choice for M is a diagonal matrix because it is the easiest to
invert. This choice leads to the Jacobi Method. We write

A=L+D+U

where here L is the lower portion of A, D is its diagonal and U is the upper part.
For the Jacobi method we choose M = D and N =—(L+U)so A=M — N is

ai; a2 a1z - Qln
a21 Q22 A2z - A2p
azy1 Q32 asz -+ A3n
apl Qp2 Gp3 - Apn
a0 0 0 0 —ai2 —aiz -+ —ai,
0 aze 0 - 0 —as] 0 —ax3y -+ —ag,
-1 0 0 a3z -+ O _ | —asn —as 0 - —as,
0 0 0 o Opn —Q0np1 —Qp2 —ap3z 0

Then our iteration becomes
x" = D YL +U)x"+ D7 'b  with iteration matrix P = —D~Y(L + U)

However, to implement this method we don't actually form the matrices rather
we look at the equations for each component. The point form (i.e., the equation
for each component of x**1) is given by the following:

Jacobi Method: Given x°, then for k=0,1,2,... find
1 (o 1
k+1l _ _7( - k) A g
By = a;;xs | + b;
' Qi ; 7 Qi
e

This corresponds to the iteration matrix Py = —D~1(L + U).
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Example 6.  Apply the Jacobi Method to the system Ax = b where

1 2 -1 2
A= 2 20 -2 b = 36
-1 -2 10 25

with an exact solution (1,2,3)7. Use x? = (0,0,0)7 as a starting guess. We find each component
by our formula above.

1 2
1
=—=(0 =2
n=-70)+7
1 36
1
=——(0)+==18
m =50+ 55
1 25
1
2 =——(0 — =25
7 =30+ 1
Continuing in this manner we get the following table
0 0 0 0
1 2 1.8 25
2 0.9 1.85 3.06
3 1.36 2.016 2.96
5 1.12 2.010 2.98
10 | 0.993 1.998 3.00

The Gauss-Seidel method is based on the observation that when we calcu-
late, e.g., :c’f“, it is supposedly a better approximation than z¥ so why don't we
use it as soon as we calculate it. The implementation is easy to see in the point

form of the equations.

Gauss-Seidel Method:  Given x°, then for k =0,1,2,... find

1—1 n
1 /< 1 1
[L’f+1 = _7( aijxlﬁl) = 7( aijx’?) R 71)1
i Z J o 2: J T
17 _]:1 17 j:l“rl X3

This corresponds to the iteration matrix Pgs = —(D + L)~1U .

We now want to determine the matrix form of the method so we can determine
the iteration matrix P. We note that the point form becomes

Xk = fol(ka“) _p! (ka> + D 'b.

Now grouping the terms at the (k+1)st iteration on the left and multiplying through
by D we have

DxF+ ¢ (ka+1) - —(ka) +b
or
(D+L)x"' = Ux*+b=P=—(D+L)"'U.
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Example 7.  Apply the Gauss-Seidel method to the system in the previous example, i.e.,

1 2 -1 2
A= 2 20 -2 b = 36
-1 -2 10 25

with an exact solution (1,2,3)7. Use x° = (0,0,0)7 as a starting guess. We find each component
by our formula above.

z1=—=(0)+=>=2

1
1 36
x%:—Q—O(2*2)+%:—.2+1.8:1.6

1 2
1

1 25
z = —E((—m —2(1.6)) + 0= 524 2.5 = 3.02

Continuing in this manner we get the following table

0 0 0 0
1 2 1.6 3.02
2 1.82 1.92 3.066
3 1.226 1.984 3.0194
5 | 1.0109 1.99 3.001

So for this example, the Gauss-Seidel method is converging much faster because remember for the
fifth iteration of Jacobi we had (1.12,2.01, 2A98)T as our approximation.

The Successive Over Relaxation (SOR) method takes a weighted average
between the previous iteration and the result we would get if we took a Gauss-Seidel
step. For one choice of the weight, it reduces to the Gauss-Seidel method.

SOR Method: Given x°, then for k =0,1,2,... find

i—1 n
1 1 1
k41 _ k ekt ok :
z;7 = (1-w)x —l—w[— a—“( g 1auxj ) - ( g a”xj) + bz}
=

T
j=it+l "

where 0 < w < 2. This corresponds to the iteration matrix Psor = (D +
wL)™! ((1 —w)D — wU) .

We first note that if w = 1 we get the Gauss-Seidel method. If w > 1 then we
say that we are over-relaxing and if w < 1 we say that we are under-relaxing. Of
course there is a question as to how to choose w which we will address shortly.

We need to determine the iteration matrix for SOR. From the point form we
have

DxF p wLxM = (1 — w)DxF — wUxF +b

which implies
xt 1 = (D + wL)™! ((1 —w)D — wU)xk +(D+wL)"'b

so that P = (D + wL)! ((1 —w)D — wU) .
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Example 8.  Let's return to our example and compute some iterations using different values of
w. Recall that

1 2 -1 2
A= 2 20 -2 b= 36
-1 -2 10 25

We find each component by our formula above. Using w = 1.1 and w = 0.9 we have the
following results.

w=1.1 w=0.9
0 0 0 0 0 0 0
1 2.2 1.738 3.3744 1.8 1.458 2.6744
2 1.862 1.9719 3.0519 1.7626  1.8479  3.0087
3 | 1.0321 2.005 2.994 1.3579 1.9534 3.0247
5 | 0.9977 2.0000 2.9999 1.0528 1.9948 3.0051
Example 9.  As a last example consider the system Ax = b where
2 1 3 13
A= 1 -1 4 b = 13
3 4 5 26

and apply Jacobi, Gauss-Seidel and SOR with w = 1.1 with an initial guess of (1,1,1). The
exact solution is (1,2,3)7.

Jacobi Gauss-Seidel SOR
1 1 1 1 1 1 1 1 1 1
1 4.5 -8.0 3.8 4.5 -4.5 6.1 4.85 -4.67 6.52
2 4.8 6.7 8.9 -4 11 -3.36 -1.53 13.18  -5.52
3 | -10.2 274 -3.04 6.04 -20.4 17.796 9.16 -29.84 26.48

As you can see from these calculations, all methods fail to converge even though A was
symmetric.

One complication with iterative methods is that we have to decide when to
terminate the iteration. A criteria that is often used is to make sure that the
residual r* = b — Ax" is sufficiently small. Of course, the actual size of [|r*|| is

not as important as its relative size. If we have a tolerance 7, then one criteria for

termination is .
™|

—r < T
o
where [[r°|| is the initial residual b — Ax".
The problem with this criterion is that it depends on the initial iterate and may
result in unnecessary work if the initial guess is too good and an unsatisfactory

approximation x* if the initial residual is large. For these reasons it is usually better
to use

I _
(L1

Note that if x0 = 6, then the two are identical.
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Another stopping criteria is to make sure that the difference in successive iter-
ations is less than some tolerance; again the magnitude of the actual difference is
not as important as the relative difference. Given a tolerance o we could use

L k|

||x X <
I =7

Often a combination of both criteria are used.

4.5.5 Nonstationary Iterative Methods

Recall that nonstationary iterative methods have the general form

1
Lk 4P

X
The vector p* is called the search direction and the scalar oy, is called the step
length. Unlike stationary methods, nonstationary methods do not have an iteration
matrix.

The classic example of a nonstationary method is the Conjugate Gradient
(CG) method. However, CG only works for symmetric positive definite matrices
but there have been many variants of it (e.g., BICG, BICGSTAB) developed which
handle even indefinite matrices. Another example of a nonstationary method is
the Steepest Descent method which is based on the following simple fact from
calculus. If we want to minimize a function f then we know that —V f points in the
direction of the maximum decrease in f. So a simple iterative method to minimize
a function is to start at a point, compute the gradient of the function at the point
and take a step in the direction of minus the gradient. But what does minimizing
a function have to do with solving a linear system? The following proposition gives
us the answer in the case of a symmetric positive definite matrix.

Proposition 4.1. If A is an n X n symmetric positive definite matrix then the
solution x = A™'b of the linear system Ax = b is equivalent to

. |
x = min ¢(y) where o¢(j) =~y Ay —bly.
yER™ 2
To understand the CG method it is advantageous to analyze the method of steepest
descent. Due to time constraints we will not go into these methods here but the
interested reader is referred to standard texts in numerical analysis.



Chapter

Finite Difference Methods for
Boundary Value Problems

In this chapter we look at finite difference methods for boundary value problems
(BVPs). The main idea in the finite difference approach to solving differential
equations is to replace the derivatives in the equation with difference quotients. The
first step is to overlay the domain with a grid or mesh and then a difference equation
is written at the appropriate nodes. As mentioned in the last chapter discretization
of BVPs requires the solution of a system of algebraic equations unlike IVPs where
we “marched in time.”

In this chapter we begin by looking at a BVP in one dimension which is often
called a two-point BVP. We consider different difference quotients to approximate
first and second derivatives and determine their accuracy. We will see how to
implement different boundary conditions in the context of finite difference methods.
In finite difference methods one often refers to a method's stencil which we will
define and depict in a diagram. Our results in one dimension will allow us to easily
move to approximating our prototype equation, the Poisson equation, in two or
three dimensions. We want to see the difference in the structure of our coefficient
matrix as we move from one dimension to higher dimensions. Numerical results will
be presented.

5.1 The two-point BVP

We first want to develop finite difference schemes for a BVP which is governed by
the differential equation

_% (p(@ji) +q@u=f(z) a<z<b, (5.1)

95
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plus boundary conditions at x = a and = b. Here p(x), g(x) are required to
satisfy the bounds

0 < Pmin S p S Pmax and Gmin = 0 S Q(x) S Qmax - (52)

When p = 1 and ¢ = 0 we have the Poisson equation —u”(z) = f(x) in one
dimension.

For existence and uniqueness we require that f and ¢ be continuous functions
on the domain [a, b] and that p has a continuous first derivative there in addition to
the given bounds (5.2). This equation always contains the second derivative u” ()
because p(z) > 0; thus it is second order. If p(x) is not a constant the equation
also includes the first derivative u'(x) because when we use the product rule for
differentiation we have

d du d*u ;L du
(1) =) TE 0

Consequently to solve the general equation we need difference quotients to ap-
proximate both the first and second derivatives. In Chapter 1 we obtained both
theforward and backward difference quotients for the first derivative and saw that
each was first order accurate. Specifically we have

Forward Difference: u/(z) = w + O(h)

u(z) — u(x — h)

= +O(h)

Backward Difference: u'(x) =

Before we decide if either of these difference quotients are appropriate for this
problem, we first derive our difference quotient for the second derivative.

Recall that Taylor series are useful in deriving difference quotients. A Taylor
series expansion for u(z + h) is

h? h3
w(x +h) =u(z) +hd(z) + iu"(x) + gu”/(x) +O(h*). (5.3)
Now we want an approximation for w”(z) but if we solve for it in (5.3) then we still
have the u'(z) term. However, if we add (5.3) to the expansion for u(z — h) given
by
h2 " h3 " 4
—u(z) — —u""(z) + O(h?) (5.4)
2! 3!
then we can eliminate the «/(z) term by adding the two expansions; we have

u(x —h) = u(z) — ho'(z) +

u(z + h) +u(z — h) — 2u(z) = K" (x) + O(h*)

which gives
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Note that the terms involving h® cancel. This difference quotient is called a second
centered difference quotient or a second order central difference approximation
to u”(z) and is second order accurate.

h)—2 —h
Second centered difference: u”(z) = uz+h) = 2ule) + ule )+O(h2)

h2
(5.5)

Another way to derive this approximation is to difference the forward and back-
ward approximations to the first derivative, i.e.,

1(u(z+h) —ulz)  ul@)—ulz—h)\
( )

h h h

hence the name second difference.

Finite difference approximations are often described in a pictorial format by
giving a diagram indicating the points used in the approximation. These are called
finite difference stencils and this second centered difference is called a three point
stencil for the second derivative in one dimension.

(D 5\ (N
N AN Y

Ti—1 X4 Ti41

Now that we have an approximation for u” (x) we need to decide which difference
quotient to use to approximate the first derivative. Because our approximation to
u”'(x) is second order, we would like to use the same accuracy for approximating
the first derivative. However, both the forward and backward difference quotients
are only first order. Consequently, if we use either of these two then the error
in approximating u/(z) will dominate and make the overall error first order. A
reasonable approach is to find a second order approximation to u'(z). Returning
to our Taylor series expansions (5.3) and (5.4) we see that if we subtract these
expansions, then we obtain

u(z + h) —u(z — h) = 20/ () + O(h?)
which gives the (first) centered difference
u(z + h) — u(x — h)

First centered difference: u'(r) = o7 +0O(h?)  (5.6)
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and thus if we use this difference quotient both approximations are second order
accurate. It is described by the stencil

Ja ; Jan
&% ' N\
Ti—1 T4 Ti41

Now that we have chosen the difference quotients to approximate u”(x) and
u’(z) we now discretize the domain. Suppose that we subdivide our domain [a, ]
into n+1 subintervals using the (n+2) uniformly spaced points z;, i = 0,1,...n+1
with

ro=a,r1=29+h,...,x; =x;1+h,...,Tp1 =, +h=0 (5.7)

where h = (b—a)/(n+1). The points x; are called the grid points or nodes. The
nodes x1,a, ..., 2, are interior nodes (denoted by open circles in the diagram
below) and the two nodes zg, 11 are boundary nodes (denoted by solid circles in
the diagram).

a <h> b

L L L ey ]

To 1 T1 Ti—1 Tj Ti41 Tn Tp4l

We now have the machinery to write a difference equation for (5.1) at the point
x; using the two difference quotients (5.5) and (5.6). If we let U; &~ u(z;) then our
finite difference equation at the node z; is

pla) (PO e (P et = (0 59

h? 2h

Suppose now that we have homogeneous Dirichlet boundary conditions u(a) =
u(b) = 0; clearly this implies Uy = 0 and U, 41 = 0 so we have n unknowns Uj;,

i=1,...,n and an equation of the form (5.8) at each of the n interior grid points
r1,T2,...,T,. Let's write the difference equation at the first interior node x1; we
have o -
~Us +
plen) (F2EE) o) (32) +alent = fe),

where we have used the boundary condition to set Uy = 0. We immediately realize
that this equation contains two unknowns Uy and U, and so we can't solve it. When
we write the difference equation at the next point xo, it contains three unknowns
Ul, U2 and U3

ptan) (220 ) (25 st = (o).
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In fact, when we look at the equation at the point x; we see that it will always have
three unknowns U;_1, U; and U, except at the nodes adjacent to the boundary. It
makes sense that we can’t solve for U; and then U, etc. because the right boundary
condition must affect the solution too. Consequently, we must solve for all of the
unknowns at one time by writing the n difference equations as a linear system of
algebraic equations which can be represented by a matrix problem Ax = b.

For simplicity of exposition, let's look at the case where p(z) is a constant, say
p(x) =1, and ¢ = 0. Then we have the simplified difference equation

—Uit1 +2U; — Uiy

2 =flx;) i=1,...,n

at each interior grid point 1,25, .., x,. Multiplying by h? produces
U1 +2U; — Uiy = th(JZZ) 1=1,...,n.

The corresponding matrix problem is AU = f where A is the matrix

2 -1 o 0 -- 0

-1 2 -1 0o --- 0

0 -1 2 -1 0o --- 0
(5.9)

0 - .- 0 —1 2 -1

0 v eee e 0 —1 2

and U = (Ul,U2,~~ ,Un)T, f=hn? (f($1),f(l‘2), . .,f(xn))T for homogeneous
Dirichlet boundary data. Clearly this matrix is symmetric and tridiagonal; in addi-
tion, it can be shown to be positive definite so the Cholesky factorization A = LL”
for a tridiagonal matrix can be used. Recall that tridiagonal systems require only
O(n) operations to solve and only three vectors must be stored to specify the ma-
trix. In our case the matrix is symmetric and so only two vectors are required; this
should be contrasted with a full n x n matrix which requires n? storage and O(n?)
operations to solve.

Example 1.  Suppose we want to use finite differences to approximate the solution of the BVP

—u(z) = nZsin(rz) O<z<1
u(0) = 0, u(l)=0

using h = 1/4. Our grid will contain five total grid points xg = 0, z1 = 1/4, z2 = 1/2, x3 = 3/4,
x4 = 1 and three interior points x1,x2,x3. Thus we have three unknowns Uy, Us, Us. We will
write the equation at each interior node to demonstrate that we get the tridiagonal system. We
have

201 —Ux = %sin(g)

Uy +2Us — U ™ &
— - = —sin(—-
1 2 3 16 2

2 3

—Us +2U3 =

I
)
=5
=}

—
~
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Writing these three equations as a linear system gives

2 -1 0 Uy 2 sin(7) 0.436179
-1 2 -1 Us | = sin(3) | = 0.61685
0 -1 2 Us 16\ sin(3r) 0.436179

Solving this system gives U; = 0.7446, Uz = 1.0530 and U3 = 0.7446; the exact solution to this
problem is u = sin(7z) so at the interior nodes we have the exact solution (0.7071,1,0.7071).

Example 2.  In this example we modify our boundary conditions to be inhomogeneous Dirichlet
so we can see how to handle these; we will discuss other boundary conditions in detail in § 5.2.1.
Consider the BVP

—u(z) = nwZcos(mz) O<z<1
u(0) 1, wu(l)=-1

whose exact solution is u(z) = cos(wz). Using the same grid as in the previous example, we still
have three unknowns so we write the equations at the three interior nodes

w2 ™
U 2U; — Uz = —cos(—
0+ 201 2 16 (4)
Uy + 20Uy — U m Zy)
— — = —cos(—
! 2T 162
w2 3T
-U. 2U3 — U. = — cos(—
2+2U3 — Uy 6 ( 1 )
Now Up = 1 and Us = —1 so we simply substitute these values into the equations and move the
terms to the right hand side to get
2U; — U i Ey+1)
— = —cos(—
PR 16 4
Uy +2Us — U m &)
— — — cos(—
1 2 3 16 2
2 3
—Us +2Us %cos(%) —1)
Writing these three equations as a linear system gives
2 -1 0 Uy 1.4362
-1 2 -1 Uz = 0.0
0o -1 2 Us —1.4362
Solving this system gives Uy = 0.7181, Uz = 0 and Us = —0.7181; the exact solution at these

interior nodes is (0.7071,0.0, —0.7071).

In the numerical examples in the next section we will verify that our results are
second order. What if we want a scheme that is more accurate than second order.
What can we do? In the previous difference quotient for approximating v’ (z;) we
used z;_1, ¥; and x;41 so to get a higher order approximation it makes sense that
we would have to use more points. The natural thing to do is to include a point to
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the right of 2,41 and one to the left of 2;_; so we can keep the terms symmetrically.
Thus we want to use a combination of w at the points z;_o, z;_1, 2;, ;41 and
Zi+1. The correct linear combination is given by

u'(x) = % —%u(m—2h)+%u($—h)—gu(x)+§u(x+h)—%u(:v+2h)} +0O(h*)

(5.10)
which is fourth order accurate. This can be verified by taking the appropriate linear
combination of the Taylor series expansions for u(x — 2h), u(z — h), u(x + h) and
u(z+2h). Thus for the differential equation —u”(z) = f(z) we have the difference
equation

1 4 5 4 1

EU1—2 - §U¢—1 + §Ui - gUi+1 + EUH? = h%f(x;).
This is called a five point stencil in 1D and is often displayed pictorially as the
following.

(1N 4N (5N /4N (1)
2 & & & T

Ti—2 Ti—1 Ty Ti41  Ti42

Before proceeding further, we summarize the finite difference approximations
that we have derived along with their accuracy for future reference in Table 5.1.
When we move to higher dimensions we will typically just use these approximations
but in directions other than z.

5.1.1 Numerical results

In this section we look at two specific two point BVPs and demonstrate that we
get second order accuracy when we use the three point stencil. Note that in the
text we have labeled the grid points starting at x through x,; because when
we have Dirichlet boundary data we then have an n x n system. Some compilers
such as C or Fortran 90 allow the use of an array starting at zero whereas Matlab
requires arrays to start at one. Consequently you may have to adjust the indices of
the arrays to account for this; for example, the first interior point might be labeled
xo if you are using Matlab.

We want to calculate the numerical rate of convergence for our simulations as
we did for IVPs. However, in this case our solution is a vector rather than a single
solution. To calculate the numerical rate we need a single number which represents
the error so we use a vector norm. A commonly used norm is the standard Euclidean
norm defined by

n

e = [>a2]

=1
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u(x + h) — u(x)

u'(x) forward difference N O(h)
u'(x) backward difference w O(h)
u' () centered difference ulz + h);hu(l =) O(h?)
u”(x) | second centered difference w@+h) - 2u(z) +u(x = h) O(h?)

h2

1
oL u(x — 2h) 4+ 16u(z + h)

—30u(z) + 16u(z — h) — u(z + 2h)} O(hY)

u’(z) five-point stencil (1D)

Table 5.1: Finite difference approximations in one dimension and their order of
accuracy.

for a vector in x € R™. Other choices include the maximum norm || - || or the
one-norm || - [|1 defined by

n
oo = o] and i =3 ol
1=

Although these are the standard definitions for the vector norms, when we output
the error norm we need to normalize it. For example, suppose you compute an error
vector, all of whose components are 0.1. Clearly we expect the Euclidean norm to
be 0.1 for a vector of any length but if we compute the norm using the definition
above for a vector of length 10 then the result is 0.316 and for a vector of length
100 it is 1. So what we need to do is either normalize by the vector of the exact
solution evaluated at the same grid points to give a relative error or use an alternate
definition; for example for the Euclidean norm we use

n

Il = [+ 322"

i=1

which gives the answer of 0.1 for a vector all of whose components are 0.1 no matter
what its length.
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Before presenting results of our numerical simulations for specific problems we
briefly outline a possible structure for a program to solve the two-point Dirichlet
BVP on and interval [a, b] using a finite difference approach with a uniform grid. In
this outline, we use the notation introduced in this section. First, the user needs to
provide the following:

e 1, the number of interior grid points (alternately the grid spacing h);

e a,b the right and left endpoints of interval;

e the boundary value at z = a and = b, e.g., Uiegs and Upight;

e a routine for the forcing function f(z) and the exact solution, if known.
Then the code can be structured as follows:

e compute h = (b—a)/(n+1);

e compute grid points z(i), i =0,1,2,...,n+ 1;

e set up the coefficient matrix and store efficiently; for example, for the three-
point stencil the matrix can be stored as two vectors;

e set up the right hand side for all interior points;

e modify the first and last entries of the right hand side to account for inhomo-
geneous Dirichlet boundary data;

e solve the resulting linear system using an appropriate solver;
e output solution to file for plotting, if desired;

e compute the error vector and output a norm of the error (normalized) if the
exact solution is known.

Example 3. We return to the homogeneous Dirichlet BVP we solved by hand in the first
example of this chapter; recall that the BVP is given by

—u(z) = w?sin(rz) 0<z<1
u(0) = 0, wu(l)=0
and has an exact solution of u(x) = sin(wx). For our hand calculation we only solved it

using a coarse grid so now we want to refine our mesh and demonstrate that the solution is
converging with accuracy O(hQ). In the table below we give the £3 norm (i.e., the standard
Euclidean norm) of the error normalized by the £2 error of the exact solution. As can be seen
from the table, the numerical rate of convergence is two as predicted by theory.
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E
h IEGIE numerical rate
[lwll2
4 | 5.03588x1072
§ | 1.27852x1072 1.978
5 | 3.20864x10~3 1.994
75 | 8.02932x10~* 1.999
& | 2.00781x10~* 2.000
Example 4. The next example we look at is
—u’(z) = -2 0<z<l1
u(0) = 0, wu(l)=0
whose exact is u(z) = 22 — x. We modify our code to incorporate the new right hand side
f(xz) = —2 and the exact solution. The computations give us the following results.
E
h £ numerical rate
[[ull2
3 | 3.1402x10716
+ | 3.1802x10716

Why are we getting essentially zero for the error whereas in the previous example we got errors
of approximately 10~2 for these grids? The reason is that our exact solution is a quadratic
and the third and higher derivatives of the solution are zero so we should be able to obtain
it exactly if we didn’t have roundoff. To see this, recall that when we derived the three point
approximation to u’/(z) we combined Taylor series for u(z + h) and u(z — h) to get

w(x + h) +u(z — h) — 2u(z) = h%u (z) + Q%UHH(.T) + O(hd)

Thus the first term in the Taylor series that didn’t cancel is O(h*) and for this example, it is
zero so the approximation is exact.

5.1.2 Systems

Suppose now that we have two coupled BVPs in one dimension, e.g.,

—u"(z) +v(z) f(x) a<xz<b

—v"(x) +u(z) = glx) a<z<b

u(a) =0 wu(d) = 0

v(ia) =0 o) = 0.
We use the three point stencil to approximate each equation to get the following
equations for ¢ = 1,2,...,n using the discretization xy = a, ; = x;—1 + h, and
Tn1 = b

“U; 1 +2U0;, - U1 +V;, = f(ay)
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—Vier+2V, = Vipn + Ui = g(z)

for i = 1,2,...,n. So at grid point (or node) x; we have two unknowns U; and
V;. This means we have a choice of how we want to number the unknowns. For
example, we could number all of the U;, i = 1,...,n and then the V; or we could
mix them up, e.g., Uy, V1,Usz, Vo, ..., Uy, V,. Now we will get the same solution
either way but one leads to a matrix problem which is easier to solve.

First we will look at the resulting system if our solution vector is numbered as

(U17U2>"' 7U’rL7Vv17‘/2"" 7V’n)T

In this case we write all the equations for U in the first half of the matrix and then
all the equations for V' in the second half. For example,

200 —Us +Vp = f(a?l)

U1 +2U; —Us+ Vo = f(z2)
—Up1 +2U,+V,, = f(x'n)
2 —Vo+ U1 = g(a1)

—WVi+2V, —V3+U; = g(xg)
—Vn-1 +2Vn+Un = g(l.n)

We have the coefficient matrix in block form

S I
(7 5)
where [ is the n x n identity matrix and
2 -1

-1 2 -1

-1 2 -1

-1 2

This is a block matrix and there are ways to efficiently solve it but if one was using a
library package, then typically a banded solver would be used and the matrix would

be 2n x 2n with a total bandwidth of n + 1.
Another choice for numbering the unknowns is to have

(U15V17U2a‘/25"' aUnaVn>T-

In this case we write an equation for U; and then for V; alternating in this way for
1=1,2,...,n. For example,

200 —U+Vi = f(z1)
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2V = Vo 4+ U = g(ml)

Uy 4+2U0;, —Us+Vy = f(l‘g)
“Vi+2Vo =V 4+ Uy = g(x2)
—Up—1+ 2Un + Vn = f(ﬂfn)
Vo1 +2V, + U, = g(l'n) .

In this case the coefficient matrix is

2 1 -1
1 2 0 —
-1 0 2 1 -1
-1 1 2 0 -1

This is a 2n x 2n matrix but the bandwidth is only five so if we use a banded solver
the procedure of alternating the unknowns is more efficient. One should be aware
of how the unknowns are numbered because this can yield different matrices. Of
course the resulting linear systems are equivalent but one system may be easier to
solve than another.

5.2 The Poisson equation

We now want to use our knowledge gained from approximating v () in one dimen-
sion to approximate Awu in two or three dimensions. The first step of the discretiza-
tion process is to overlay the domain with a grid. For simplicity we will begin with
the unit square (0, 1) x (0, 1) and basically we will take the grid defined by (5.7) and
use it in both the  and y directions. For now we set Az = Ay =h =1/(n+1)
and set

rg = 0,$1:$0+h,...,xi:l'i,1+h,...7(En+1:.’£n+h:1
Yo 07y1:y0+h7"'7yj:yjfl—i_hw'wyn+1:yn+h:1-

When we discretized our two-point BVP we first used a three point stencil in
the z direction to approximate u”(z). We can easily extend this to two dimensions
by differencing in both the z and y directions to obtain a difference equation for
the Poisson equation in two dimensions. Suppose we want to solve

0%u  0%u

—Au = —(wﬂTyz

) = fley) V@) € (0,1) x (0,1)
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Yn+1

Yn

Yi+1

Yi

Yj—1

Y2
Y1

Yo

To 1 T2 Tij—1 Tf Ti41 Tn Tn41

Figure 5.1: Uniform Cartesian grid on a unit square with a total of (n + 2)2
nodes. The boundary nodes are denoted by a solid circle. For a Dirichlet BVP
we only have unknowns at the interior nodes which are marked by an open
circle.

u = 0 onTl

with a finite difference scheme that is second order in z and y. We discretize
the domain as in Figure 5.1. We let U; ; = u(z;,y;) for i, =0,1,2,...,n+ 1.
Clearly UOJ = Unt1,5 = 0,7=01,...,n+1 and Ul'}() = Ui,n+1 =0 for i =
0,1,2,...,n + 1 from the boundary conditions; these are just the values at the
nodes denoted by a solid circle in Figure 5.1. To write our difference equation we
simply use the second centered difference in x (holding y fixed)

Uic1,j = 2Uij + Uit
h2
and then use the analogous difference quotient in the y direction
Uij—1—2U;; +U; j+1
h? ’
Combining these results we have the finite difference equation for —Au(x,y) =
f(z,y) at the point (z;,y;)

—Uic1,; +2Uij = U1y | —Uij1 +2U; 5 — Ui ja
s g g il 3 2L = f(wi,y) -

umw(l‘ia y]) ~

Uyy(l"iv yj) ~
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Multiplying by A% and combining terms yields

~Uj—1j +4U;; — U1y — Ui jo1 — Ui ji1 = B2 f (24, y5) ,j=12,...,n.
(5.11)
This is called the five point stencil for the Laplacian in two dimensions because
it uses the five points (zi—1,%;), (Ts,¥;), (Tit1,¥5), (Ti,yj—1), and (x4, yj41); it
is illustrated schematically in the diagram below.

i AN
Yit1 X7
Yj N\ /h\ JaN\
% i %
i AN
Yi-1 &
Ti—1 T4 Ti+1

In one dimension the resulting matrix had a bandwidth of three so we want to
see what structure the matrix has in two dimensions. We choose to number our
unknowns across each horizontal row. It really doesn’t matter in this case because
our domain is a square box. We have the unknown vector

T
(U1,1,U2,17"' yUn1| Ur2,Uz2,- - ,Un72‘ ‘ Uin,Uspmy - 7Un,n)

because we only have unknowns at interior nodes. The first n values are the un-
knowns at the interior nodes on the first horizontal grid line y = h, the second set
of n values are the unknowns at the interior nodes on the second horizontal grid
line y = 2h, etc. To see the structure of the matrix we write the first few equations
and then we can easily see the structure; for j = 1,2 we have the equations

AU —Uzy — Ui = h*f(z1,m1)

~Up1 +4Us1 —Usy —Usp = h2f(w2,y1)

~Up 11 +4Up1 — U = h2f(zn,p1)

QU o —Uso — Uiz —Uy = B f(z1,92)
~Uro+4Usp —Usp —Us3—Usz1 = h*f(22,92)
—Un-1,2 + 4Un,2 - Un,3 - Un,l = h2f($n7 y2)7

where we have used the homogeneous boundary conditions. Thus, we see that the
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matrix has the block structure

S =1
-1 S -I
=
A =
-1 S -I
-1 S
where S is an n X n matrix defined by
4 -1
-1 4 -1
-1 4 -1
-1 4

and I is the n x n identity matrix. So the coefficient matrix is now n? x n? whereas
in one dimension it was n X n. As in one dimension it is a symmetric positive
definite matrix. There are efficient ways to solve this block tridiagonal matrix such
as using a block tridiagonal solver, a banded Cholesky solver or an iterative solver.

5.2.1 Handling boundary conditions

We have seen that when we have homogeneous Dirichlet boundary data then we
have an unknown at each interior grid point because the solution is zero at all
boundary points; even if the Dirichlet boundary data is inhomogeneous we will still
only have unknowns at the interior nodes. We will often have BVPs with Neumann
boundary conditions or even Robin boundary conditions which specify a combination
of the unknown and its derivative. So we need to figure out how to impose different
conditions. It turns out that it is easy to impose Dirichlet boundary conditions with
finite difference methods but imposing a derivative boundary condition introduces
some difficulty.

If we specify u(z,y) = g(z,y), g # 0, on the boundary of our domain then we
still only have unknowns at the interior grid points. There are two common ways
that inhomogeneous boundary conditions are satisfied. We saw in an example that
one way was to just modify the right hand side vector; the other way is to add an
equation for each boundary node and set it equal to g evaluated at that boundary
node. We will look at both approaches.

First suppose we are using the five point stencil to approximate the Poisson
equation with inhomogeneous Dirichlet boundary data u = gon " = (0, 1) x (0, 1).
Suppose that we number our nodes along each horizontal line and we write the
difference equation at the first interior horizontal line, i.e., at (z;,y1). At the first
interior grid point (x1,y1) we have

~Up1 +4Uy 1 — Uy —Usg— U o = B f(z1,91) -
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Now two of these terms are known due to the boundary condition; in fact any term
where ¢ = 0 or j = 0 is known. We have Uy 1 = g(xo,y1) which is a boundary
node on the left side of the domain and U; o = g(z1,y0) which is a boundary node
on the bottom of the domain. We can move these terms to the right-hand side to
get

AUy 1 — Usy — Urp = B2 f(21,91) + 9(x0,v1) + 9(1,70) -

Fort=2,3,...,n—1 and j = 1 we will only have one boundary term to move
to the right hand side; at ¢ = n we will have a point from the right and bottom
boundaries. Writing the difference equation at j =2 and i = 2,3,4,...,n — 1 we
have

~Ui—12+4U; 0 — Uiy — U(i,1) = Ui 3 = B> (24, y2)

and there are no boundary terms. At ¢ = 1 or ¢ = n there will be two boundary
terms, Uy 2 on the right and U, 412 on the left boundary. So for each difference
equation that we write that contains a known boundary term we move it to the
right hand side. In this approach, the matrix is not modified.

A second approach is to add an equation for each boundary node and “pretend”
to have an unknown at every grid point. So if we have a Cartesian grid for (0,1) x
(0,1) with n + 2 points on a side we have a total of 2(N + 2) 4+ 2(N) = 4N + 4
boundary nodes. For each boundary node we add an equation; for example along
the bottom of the domain we have

Uio =9(zi,%), i=0,1,...,n+1.

This adds a diagonal entry to the matrix so it does not affect the bandwidth of the
matrix but of course it increases the size.

Imposing derivative boundary conditions in the context of finite difference meth-
ods is often viewed as a shortcoming of the method because they have to be imple-
mented with care and often require the addition of “fictitious” grid points. Remem-
ber that when we impose a Neumann or Robin boundary condition the unknown
itself is not given at the boundary so we have to solve for it there. Suppose for
example, that we have a domain (0,1) x (0,1) and wish to impose a flux condition
which is represented by a Neumann boundary condition. To be concrete, we assume
Ou/On = g(x,y) along the sides x = 0 and = = 1. Because the outer normal is +i
this flux condition is just +u, = g. This means that we have to replace u, with
a difference quotient and write this equation at the boundary node. We can use a
one-sided difference such as

Ui . —Up s
(20, 35) = =52 = g(ao, ;)

at the left boundary. The problem with this is that it is a first order accurate approx-
imation whereas in the interior we are using a second order accurate approximation.
We have seen that the centered difference approximation

u(xi+17yj) - U(fl?i—hyj)
2h
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is second order accurate. But if we write this at the point (zg,y;), then there is no
grid point to its left because (g, y;) lies on the boundary. To see how to implement
this centered difference approximation for the Neumann boundary condition first
consider the simplified case where du/dn = 0. The finite difference equation at
the point (z,y;) is

U-1,j +4Uo; — Urj — U1 — Uoj—1 = h* f(wo,y;)
and the centered difference approximation to —u, = 0 at (zg,y;) is

Ulyj — Ufl‘,j

o =0 = Ufl,j :Ul’j.

We then substitute this into the difference equation at (¢, y;) to get
Urj +4Uo; = Uy = Uns1 = Un,j-1 = h* f (o, y;)

or
AUy j — Up jy1 — Uoj—1 = h* f(w0,y;) -

So we need to modify all the equations written at « = 0 or x = 1 where the
Neumann boundary condition is imposed.
If the Neumann boundary condition is inhomogeneous we have

Ui —U_1

oh =g(zo,y;) = U-1;="Ui;—2hg(z0,y;)

and we substitute this into the difference equation for U_ ;. Of course if the domain
is not a rectangle then the procedure is more complicated because the Neumann
boundary condition du/0n does not reduce to u, or u,.

5.3 Summary

In this chapter we saw how we could obtain approximations to the differential equa-
tion by replacing derivatives with finite difference quotients; so the method is called
the finite difference method. These difference quotients are easy to derive using
Taylor series. The finite difference method has the advantage that it is easy to
understand and straightforward to program. Although one may claim that finite
differences go back to the time of Newton, it was actually in the 1920’s that they
were first used to solve differential equations in mathematical physics. So historically
the finite difference method was the first method used to solve PDEs extensively.
The main impetus for developing additional methods for approximating the so-
lution of PDEs was the desire to compute on more complex domains. For example,
if one has a polygonal domain in R? it is much easier to cover it with triangles than
with rectangles which the finite difference method uses. Also, if you recall how we
derived the second centered difference we combined the Taylor series for u(z + h)
and u(z — h) and several terms cancelled to get second order accuracy. However,
this assumed a uniform grid. So if we have a nonuniform grid we do not have second
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order accuracy. There have been methods derived for nonuniform grids but they are
not straightforward extensions of the uniform case. Another issue with finite differ-
ence approximations is that it can be more difficult to enforce derivative boundary
conditions or interface conditions which are conditions between two regions where
different equations hold. For these reasons, we want to look at additional methods
to solve PDEs.



Chapter

Method of Mean Weighted

Residuals

The finite element method (FEM) and the finite difference method (FDM) are the
two most commonly used methods for approximating the solution of PDEs. Before
we introduce the FEM we consider a technique called the mean weighted residuals
(MWR) method. This approach to solving differential equations existed before the
FEM but, moreover, the FEM can be viewed as a particular MWR method. In
addition, there are several other methods of interest which are MWR methods. We
will introduce the general concept of the FEM in this chapter but will not delve into
the details until the following two chapters.

The MWR method is not a specific method but rather it is a general framework
under which different methods can be described. Theoretically there are an infinite
number of methods that can be described under this framework.

We begin this chapter by giving a general description of the MWR. Then we
look at three methods which can be viewed as an MWR method. The first is a least
squares approach; you have probably encountered the discrete least squares method
when you wanted to fit a polynomial to some discrete data in a least squares sense.
The second approach is the Collocation Method and the final one we consider is
the Galerkin Method. The FEM is a specific Galerkin method.

6.1 Overview

Suppose we have a set of n linearly independent! functions {¢;}, i =1,...,n. We
define the space V = span({¢;} ,); that is, V is all linear combinations of these
functions. Because the ¢; are linearly independent they form a basis for V. The
basis functions ¢; could be polynomials, sines and cosines, wavelets or a myriad of

LA set of vectors {v;}7_, are linearly independent provided Y I* ; c;v; = 0 implies ¢; = 0
for all i; otherwise they are called linearly dependent.

113
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other choices. At this point we are not saying what we choose for the vectors ¢;
but rather assuming that we have them “in hand"”.

For concreteness let's assume we are solving the Poisson equation —Au =
f in two dimensions with homogeneous Dirichlet boundary conditions. We seek
our approximation, say u” to u, the solution of the Poisson equation, as a linear
combination of the basis vectors ¢;(z,y), i.e.,

ul = Zciéf)i(xa y)-
=1

Once we specify the basis functions ¢; then our goal is to find the coefficients ¢;,
1 =1,2,...,n. Now these basis vectors are not discrete functions but typically
continuous functions which can be differentiated like polynomials or trigonometric
functions. If we plug our approximationu” into the original PDE we will not get zero
because it is only an approximation to the exact solution; we call this remainder the
residual R. For the Poisson equation we have

R(I7y) = 7Auh - f(xvy) 7& 0.

The goal is to try and force the residual to zero in some way. We don't just
want the residual to be small in one part of the domain and large in another so we
must enforce a condition over the entire domain. The easiest way to do this is with
an integral over the domain. Now the method is called mean weighted residuals so
we know where the residual part comes in and the mean just refers to the integral
over the domain but what about the “weighted” part? It turns out that this part
is what distinguishes different weighted residual methods. We don't simply take
the integral of R over the domain we “weight” it against weight functions. For
example, in R? we require

R(x7y)Wt('%‘ay) dQ =0 221727777,
Q

Note that there are n weight functions which is the same as the number of unknowns
in the expansion u” = >, cigy; this is good because if we end up with a linear
system to solve it will have n equations (one for each weight function) and n
unknowns so it will be square.

For our example of the Poisson equation we substitute the expression for the
residual into the above integral equation to get

1,2,...,n.

/ [(—Au" — /)W;] d2=0= 7/ AU, dQ = / fWidQ i
Q Q Q
Remember that our goal is to find u" = Z;;l c;j¢; which means we have to find

the scalar coefficients c;. We substitute this expression for u” into the equation
above to get

_/§2A<icj¢j)wid§2:/ngidQ i=1,2,...,n
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or
—ch/AquWidQ:/fWidQ i=1,2,....,n.
= Je Q
If we know the basis functions ¢;(x,y), ¢ = 1,...,n and the weight functions
Wi(z,y), i =1,...,n then this equation reduces to the n X n matrix problem
Ac=f
where

Aij:f/QA@-Wi o (f)i:/QfWi as.

Of course we have added the complication that entries in the matrix and right hand
side are integrals but these can always be approximated by a numerical quadrature
rule.

Different choices of the weighting functions W; result in different methods. We
will look at the three most common choices which are the Least Squares method, the
Collocation method, and the Galerkin? method. The FEM is a Galerkin method.
Before looking at these methods we consider a concrete problem which we will
approximate by each of the three methods.

Example 1.  We consider the two point BVP
—u(z) +u(z) = —3¢®® —ze? 0<z <1, u(0)=1u(l)=0

whose exact solution is u(x) = €2 — ze2. We choose to approximate the solution as a linear

combination of polynomials of degree two or less in one independent variable. The dimension of
the space of all polynomials of degree two or less is three and a basis is

1 =1, ¢2=uz, b3 =22,

So our approximate solution is
3
h _ _ 2
u = > cipi(x) =c1 + cox + c3x
=1

and our goal is to determine c1, c2 and c3. When we satisfy the Dirichlet boundary conditions we
get

u(0)=c1 =1 and u(l)=14c2+e3=0=>cz3=—(1+c2)=c
Thus c2 = —(1 + ¢) and we have u” =1 — (14 ¢)z + ca?, i.e., we only have one unknown. The
MWR method requires us to calculate the residual R(x) so for this BVP we have

R(z) = —%uh + uP 4 32 4 ze?.
Substituting u® =1 — (1 4 ¢)x + cz? and (uP)"’(z) = 2 gives
R(z) = —2¢+ (1 — (1 + o)z + ca?) + 3e*® + ze? :c(—2—17—1—172)—1—1—1—4—3629”4-3362.
For this problem the MWR method requires

1
/ [0(727x+x2)+17z+3621+x62]W¢d:v:O fori=1.
0

We will return to this problem and solve it as we explore different MWR methods and their choice
for the weighting functions W;.

2Named after the Russian mathematician and engineer Boris Galerkin (1871-1945).
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6.2 Least Squares Method

We begin this section by recalling the discrete least squares method and seeing that
we can generalize this to approximating functions in a least squares sense. We then
use these ideas in the MWR method and see what choice of weight functions this
leads to.

Typically one first encounters the method of least squares when there is a set
of data and we want to fit this data with a line or a higher degree polynomial in a
least squares sense. This is called discrete least squares because you have discrete
data. For example, assume that we have a set of discrete data points (x;,y;),
1 =1,2,...,m and we want to fit a line agx + a1 to the data in a least squares
sense. If we have only two points, i.e., m = 2, then we can find the line that passes
through the two points but typically we have m > 2. In this case you want to
minimize the ¢2-norm (Euclidean length) of the distance between the line evaluated
at each x; and the data y;. Typically we minimize the square of this distance, i.e.,

m
minimize p where  p(ag,a1) = Z lys — (aoz; + a1)|*.
i=1

The coefficients ag,a; can be found by solving a 2 x 2 system called the normal
equations.

We can also approximate functions in a least squares sense. Remember that
functions are defined over a domain and not just at a set of discrete points. For
concreteness assume that f(x) is a continuous function on [a, b] which we want to
approximate by a polynomial p,,(z) of degree n in the least squares sense. For the
discrete least squares method we used the sum of the difference squared so now
we much replace the sum with an integral because we have a function. So in the
continuous least squares method we want to

b 2
minimize F where ]-":/ (f(x) = pn(x))” dx.

For simplicity we assume n = 1 and p;(x) = apx + aq; substituting this into our
function to minimize we have

b
]-'(ao,al):/ (f(x)—(a0+a1x))2 dx .

We know from calculus that to minimize a function g(z,y) we find the critical
points by setting g, and g, equal to zero (and check any boundary values). In our
case the variables are ag and a; so we have

oF

— = d
Daq 0 an

90y~ C

which in our case yields

oOF

b b b
b =2 [ (@)~ w0+ @) do =0 [ e+ aw)do = [ fio) do
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and

b b b
ai - ,2/ x(f(x)—(a0+a1;c)) dex =0= / (apr+a1z?) doz = / xf(x) de.

8&1
The function f(z) is given to us and we know the interval [a,b] where we are
approximating f(z) so we perform the integration (either exactly or with numerical
quadrature) and have two equations for ag and a; to satisfy.

Now we want to see how this approach of least squares can be applied in the
MWR method. The basic idea is to minimize the square of the residual integrated
over the domain, i.e.,

minimize F where F = [ R*(z,y) dQ.
Q
As in the continuous least squares approach we take the partials of F with respect to
the unknown parameters and set to zero. What are our unknowns in this equation?
Recall that u® = " ¢;¢; and our residual is the result of plugging u” into the

differential equation. Consequently our unknowns are the ¢;, i = 1,2,...,n so we
differentiate F with respect to each ¢; and set it to zero
oOF

— =0 Vi=12,...,n.
3ci ? )< ,

Using the definition of F we have

OF OR OR
ac, —2/QR(w,y)a—Ci dQ—O#/{ZR(x,y)a—Ci dQ=0.

Now we want to compare this with our general equation
/ R(z,y)W;(x,y)d2=0 i=1,2,...,n
Q

for the MWR method to see what choice of weighting function the Least Squares
method makes. Comparing the equations we see that the weighting function W; is

chosen as
OR

de;”
That is, each W; is the derivative of the residual with respect to the unknown

coefficient ¢;. Note once again that there are n unknown coefficients and so there
are n first partials of R so we have n weighting functions.

W; =

Example 2. We return to our example in § 6.1 and solve it using the choice of weighting function
dictated by the Least Squares method. Recall that after satisfying the boundary conditions we had
only one unknown c so the equation we have to solve is

1 1
/ RWldCL‘:/ [0(727x+m2)+17x+3622+:1362]W1dx:O.
0 0

We now set W1 = OR/dc where
R(x) :c(—2—x+x2)+l—x+3e2x+x62
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so we have W1 = —2 — x + z2. Substitution into the integral gives

/1 [c(—2—:v+:v2)+l—x+362w+x62”—2—$+1’2] dr=0.
0

We need to multiply these two expressions and then integrate the resulting polynomials and the
terms involving e2% which is straightforward but a bit tedious. With the help of a symbolic algebra
package have

1
/ [c(4+4zf3:p272x3+x4)72+:p+2127:v3
0
+622(7673{E+3$2)+62(72$7$2+{L’3)] dx =0
= 4.7c —29.7553 = 0 = ¢ = 6.33092.

Our approximate solution is u = ¢; + caz + c32? and after satisfying the boundary conditions
we had u” =1 — (1 + ¢)z + ca? so with ¢ = 6.33092 we have

uP =1 — 7.330924z + 6.33092z2 .

In Figure 6.1 we graph the exact solution u(x) = €2* — xe? and this quadratic approximation.
Remember that this is a very coarse approximation because we are using a quadratic polynomial
over the entire interval [0, 1] and after we satisfy the boundary conditions we only have one degree
of freedom.

-051 Least Squares
[ approximation ->

~10L

2x

Figure 6.1: Comparison of the exact solution u(z) = e** — ze? for the example of
this chapter with its MWR approximation " = 1 — 7.330924x + 6.3309222 where
the weighting function is chosen by the Least Squares approach.

6.3 Collocation Method

The Collocation Method makes a choice for the weighting function W;,i =1,2,...,n
which depends on a family of functions called Dirac delta functions.® We first
review the basic idea of the Dirac delta function and see the effect of its use as a
weighting function.

The Dirac delta function is typically denoted by §(z) and can be thought of as a
function which has an infinitely high spike at the origin and is zero everywhere else;

3Named after the theoretical physicist Paul Dirac (1902-1984) who was at Florida State
University for the last decade of his life.
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the area under the spike is required to be one. In theoretical physics it represents an
idealized point mass or point charge. It is not a true function because if it is zero
everywhere except at one point then it should have an integral of zero. Consequently
the Dirac delta function only makes sense when it is used inside an integral. In that
case it can typically be handled as if it were a function. Mathematically it is called
a generalized function. The Dirac delta function is also useful in modeling impulse
phenomena such as a large force applied over a very small time step such as occurs
with the strike of a hammer.
Oftentimes the Dirac delta function is defined by the condition

/ f(@)(x — a) dz = f(a) (6.1)

because the Dirac delta function §(xz — a) is zero every except at © = a. This
property (6.1) allows us to see the result if we choose the Dirac delta function as
the weighting function. For the MWR method we have

/RWidQ:O i=1,2,...,n.
Q

The choice of the weighting function as the Dirac delta function forces the integral
to zero at a set of discrete points x;, ¢ = 1,2,...,n. The choice of the z; is
dependent on the problem. Substitution of W; = §(x — z;) into the MWR equation
for one dimension gives

/R(x)cS(mfmi) dr=0= R(z;)=0 i=1,2,3,...,n.
Q

In higher dimensions = and x; are just vectors. Thus the Collocation Method sets
the residual to zero at a set of finite points x;. Of course the choice of the points
is critical but we will not go into that here.

Example 3. We return to our example and solve it using the Dirac delta function as the
weighting function. Recall that after satisfying the boundary conditions we had only one
unknown c so the equation we have to impose is

1
/ [c(—2—x+x2)+1—x+362w+x62]W1dac:().
0

Because we only have one unknown we only need one collocation point. The domain is [0, 1]
so an obvious choice is to choose the midpoint 1 = 0.5. Thus we choose W1 = é(x — 0.5) so
we set the residual to zero at x = 0.5. Recall that

R(z) :c(—2—m+m2)+1—$+362‘”+162:0
so evaluating R(z) at 1 = 0.5 and setting it to zero gives
R(0.5) = ¢(—2—0.5+0.25) + 1 — 0.5+ 3e* +0.5¢% = 0 = 1.75¢ = 12.3494 = ¢ = 7.05678

Thus the quadratic polynomial is 1 — 8.05678x + 7.05678z2. The exact solution and the result
from the Collocation method is plotted in Figure 6.2.
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10

05|

<- exact solution

—05]-
Collocation

approximation ->

Figure 6.2: Comparison of the exact solution u(x) = €?* — xe? for the BVP in the
example of this chapter with its MWR approximation u" = 1—-8.05678247.0567822
where the weighting function is chosen by the collocation approach by setting the
residual to be zero at specific points; in this case a single point is used and is chosen
to be the midpoint of the domain.

6.4 Galerkin Methods

Galerkin Methods may be the most popular of all MWR methods. They make the
simple choice of the basis functions ¢; as the weight functions. One can view them
as a modification to the Least Squares approach where the weighting function is
the derivative of the residual with respect to the variables. Instead of differentiating
the residual, Galerkin methods differentiate the approximating function u". Recall

that
n
u = Z CiQi
i=1
so differentiating with respect to each ¢; gives

oul
Wi = Be ®i

which is just the basis function.

Example 4.  We return to our example and solve it using a combination of the basis functions
¢; as the weighting functions. Recall that after satisfying the boundary conditions we had only
one unknown c so the equation we have to impose is

1
/ [6(727I+I2)+17I+362I+I62:|W1 dr =0.
0

Our unknown is u” = 1—(1+c)z+cx? (after satisfying the boundary conditions) so differentiating
with respect to c gives
Wi =—-x+ z2.

Substituting into the integral gives

1
/0 [c(—2—x+x2)+1—x+362w+x62][—x+x2] dz=0.
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Again we expand the terms in the integrand and integrate from zero to one. We have

1
[5(217 —2? —22° +at) + (-2 4227 — 2® + (=32 + 32?) + (—2® +2%)) = 0

0
= ¢(0.366667) —2.19909 = 0 = ¢ = 5.99751
so the approximate solution u” is given by
ul = 1-6.99751z + 5.9975122 .

A comparison of the exact solution and the Galerkin approximation is given in Figure 6.3.

10

<- exact solution

F Galerkin
-05  approximation ->

-10

Figure 6.3: Comparison of the exact solution u(z) = €2* — ze? for the BVP given
in the example of this chapter with its MWR approximation u” = 1 — 6.99751z +
5.997512% where the weighting function is chosen by the Galerkin approach.

6.5 Summary

Although the example we did in this chapter used polynomials as our approximating
functions, keep in mind that there are many other choices. For example, we can
use polynomials, sines and cosines, rational functions, wavelets, etc. Once we use
these approximating functions our problem becomes discrete because we choose an
approximating space that is finite dimensional and so we have a basis {¢;}I ; of
size n and the goal is to find the coefficients of the expansion of our unknown in
terms of these basis functions, i.e., u = Z?:l c;¢;. We know that for a finite
dimensional space like R™ or the space of all polynomials of degree less than n
there are an infinite number of choices for the basis. Using one choice of a basis
or another will not change the answer but it may make the computations easier.
When we solve a BVP we know that we have to solve a linear system Ax = b
so the choice of basis can affect the structure of the matrix, e.g., the bandwidth.
Consequently choosing an appropriate basis will be an integral part of making the
method efficient and competitive with the FD method.

In the remainder of this section we discuss a weak formulation of the problem
which is the starting point for many methods such as the FEM. We compare its
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solution with that of solving

R(X)Wi dQ=0
Q
and discuss reasons for using this alternate formulation. Then we introduce some
additional terminology which is commonly used.

6.5.1 Weak formulation

Many methods, such as the FEM, Spectral-Galerkin methods, Wavelet-Galerkin
methods, etc. do not solve the equation

/ R(x)W;(x) dQ2 =0
Q

but rather solve a weak orvariational form of the equation. This alternate form
is found by integrating the equation by parts in one dimension or the equivalent in
higher dimensions to balance the derivatives. For example, suppose that we have a
homogeneous Dirichlet BVP with —u”(x) = f(z) on [0, 1] and our weight function
is chosen by Galerkin's method so that W; = ¢; where u* = 7" | ¢;¢(x). Then
we have the equation

or

1 2,k 1
7/0 —¢;(x) dx:/o f@)oi(x) dx .

dx?

In this equation we must take two derivatives of u" () and none on the weight func-
tion ¢;(z). This is called the “strong” formulation; to get the "weak” formulation
we integrate the term involving ul by parts to balance the derivatives, i.e., to have
one derivative on u" and one on ¢;. Integrating by parts gives the weak problem

! uh i 1
/O %Cfi(iz dx— [(uh)’(l)(bi(l)_(uh)/(O)gbi(O)] = /0 f(x)pi(x)dr i=1,2,...
(6.2)

The boundary terms will disappear if we require ¢;(x) to satisfy the homogeneous
Dirichlet boundary conditions for this problem.

Are the solutions to the strong and weak problems identical? Clearly, in our case
if u” satisfies the strong equation then it satisfies the weak equation because all we
did is integrate by parts. However, the converse may not always hold. Why is this?
The weak problem only requires that u" possess one derivative whereas the strong
problem requires it to have two derivatives. So you could imagine a weak problem
whose solution has one derivative but not two so that the integration by parts step
can not be reversed. Hence the name “weak” because we are imposing weaker
conditions on the unknown. However, in the majority of problems we will consider
the solution to the weak problem and the strong problem will coincide. One of the

M.
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reasons for working with a weak problem is that the approximating space span{¢;}
is much easier to construct if only one derivative is imposed. Another advantage
of using the weak formulation is that it is trivial to impose Neumann boundary
conditions. For example, if we have a Neumann condition like u/(0) = 4 then we
simply substitute this into the weak form (6.2) and it becomes a known value and
moves to the right hand side. Contrast this with the FDM where we had to set up
fictitious points on the boundary.

We introduce some terminology that is prevalent when using the Galerkin method.
Remember that we seek an approximation u” which we write as u" = > | ¢;(z)
for our basis {¢;}7; so we “try" our solution as a linear combination of the basis
vectors. In this case the ¢; are called trial functions. On the other hand, our
equation (6.2) has to hold for each W; = ¢;(x), i = 1,2,...,n so we say that we
“test” the equation against each W,. These are called test functions.

Example 5.  We end this chapter by returning to our example and comparing the results from
the three methods. First the solutions are plotted in Figure 6.4 and in Table 6.1 we compare
pointwise errors. Finally Figure 6.5 plots the errors for each method. Note that the error for the
Collocation Method is smallest at x = 0.5 which is expected because that was the collocation
point we chose.

x Exact Collocation  Galerkin Least Squares
0.0 1.0 1.0 1.0 1.0

0.1 0.482497  0.26489 0.360225  0.330217
0.2 0.0140135 -0.329085  -0.1596 -0.212948
0.3 -0.394598 -0.781924  -0.559475 -0.629494
0.4 -0.730082 -1.09363 -0.8394 -0.919422
0.5 -0.976246 -1.2642 -0.999375 -1.08273
0.6 -1.11332 -1.29363 -1.0394 -1.11942
0.7 -1.11714  -1.18192 -0.959475 -1.0295
0.8 -0.958212 -0.929085  -0.7596 -0.81295
0.9 -0.600503 -0.53511 -0.439775 -0.469786
1. 00 0.0 0.0 0.0

Table 6.1: Pointwise comparison of solutions for the Least Squares, Galerkin and
Collocation approximations for our example.
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Least Squares
N Approximation-> _~

Collocation /

Approximation =>—

Figure 6.4: Comparison of the approximate solutions for the BVP given in the
example of this chapter using Least Squares, Galerkin, and Collocation approxima-

tions.
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Figure 6.5: Comparison of the pointwise errors (not normalized) for the BVP
given in Example 7?7 with its Least Squares, Galerkin, and Collocation approx-

imations.



Chapter

The Finite Element Method in 1D

The finite element method (FEM) is a method for approximating the solution of
differential equations; it has gained widespread use in a diverse range of areas such
as fluid mechanics, structural mechanics, biological science, chemistry, electromag-
netism, financial modeling, and superconductivity, to name a few. One can find
articles where finite element methods have been employed to study everything from
stress analysis of a human tooth to design of an airplane wing.

Although the foundations for the finite element method were laid in the first
half of the twentieth century, it did not become widely used until much later.
Structural engineers were the first to use the technique in the 1940’s and 1950’s;
mathematicians became interested in analyzing and implementing the method in
the late 1960's. The first symposium on the mathematical foundations of the
finite element method was held in June of 1972 with over 250 participants. Prior
to this symposium there had already been numerous national and international
conferences held on the finite element method but mainly with an emphasis on
engineering applications. In the following decades the finite element method has
grown in popularity as a useful tool in design and application as well as a fertile
area for mathematical analysis.

The FEM is a Galerkin method where the choice of weighting function in the
Mean Weighted Residual approach is the same as the trial function or basis. Finite
element methods are a class of methods for obtaining approximate solutions of
differential equations, especially partial differential equations.! As such, they can
be compared to other methods that are used for this purpose, e.g., finite difference
methods, finite volume methods or spectral methods. There are seemingly countless
finite element methods in use, so that one cannot refer to any method as the finite
element method any more that one can refer to any particular method as being the
finite difference method. In fact, there are numerous subclasses of finite element

IFinite element methods were not always thought of in this manner, at least in the struc-
tural mechanics community. In an alternate definition, structural systems are directly dis-
cretized into approximate submembers such as beams, plates, shells, etc., without any recourse
to differential equations. These submembers are then called “finite elements.”

125
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methods, each saddled with a modifier, e.g., Galerkin-Petrov, mized, or collocation
finite element methods.

The finite element method is distinguished from other approaches to approx-
imating differential equations by two key factors - the use of a weak formulation
and the use of piecewise polynomial approximation. Piecewise polynomial approxi-
mation is very attractive due to the ease of use, its approximation properties, and
the availability of bases which are locally supported; that is, bases that are nonzero
over a small portion of the domain.

Although the principal use of finite element methods is for approximating so-
lutions to partial differential equations, it is instructive to look at one-dimensional
problems for their simplicity and ease of understanding. In addition, when we ap-
proximate PDEs using rectangular elements, then we take tensor products of one-
dimensional elements. The goal of this chapter is to investigate the FEM for a
two-point BVP.

7.1 A Simple Example
In order to begin to understand the basic idea of the finite element method and

the steps involved, we define a finite element method for the very simple two-point
boundary value problem

—u'(x)=f(z) 0<z<1, (7.1a)
u(0) =0, (7.1b)

and
W'(1) = 0. (7.1¢)

The finite element approximation u”(x) to the solution u(z) of (7.1) is defined to
be the solution of the following problem:

1 1
find u"(x) € V* such that / (u™) (V") dx = / fodz v eVt (7.2)
0 0

where V" is a finite dimensional space of functions? that vanish at = 0 and are
sufficiently smooth. Actually, Problem 7.2 defines a finite element method only if
the approximating space V" is chosen to consist of piecewise polynomial functions.
This choice of approximating functions, along with a judicious choice of basis for
V", are primarily responsible for the success of the finite element method as a
computational method.

We now ask ourselves what (7.2) has to do with the original problem (7.1).
Recall that for the MWR method we force the residual to zero over the domain
and test it against a weight function; in the Galerkin method the weight function is

?Recall that a finite dimensional function space is characterized by the fact that a basis of
size m < oo can be chosen.
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chosen the same as the basis which in the finite element case consists of piecewise
polynomials. So we have

1 g2, h 1
d
7/ UQUhdxf/ folde =0
o du 0

where v" is our weighting function. We want to integrate the first integral by parts
to balance the derivatives; recall that the integration by parts formula is

/abw dz = w(b)z(b) — w(a)z(a) — /ab 2 dw

so if we let w = —v" and dz = (u")"dz then we have

1 1
v dr = / (u™) (V") da—(u"™) (1)o" (1)+(u") (0)v" (0) = / fol dx.
o da? 0 0
Now we said that V" was a space of piecewise polynomials that are zero at = 0
so v"(0) = 0 and that term disappears. The other term also disappears because the
boundary condition u/(1) = 0 should also be satisfied by the approximating function
u”. Consequently we are left with (7.2).
However, most FEM books or papers don't refer to the weighted residual method.
Instead they view (7.2) as an approximation to the following problem:

find u(x) such that u(0) =0 and

1 1
/u’v'dm:/ fvdr YveV,
0 0

where for each v € V, v(0) = 0 and v is “sufficiently smooth”. Note that this is
posed over an infinite dimensional space V, i.e., there is no basis for V. Of course
(7.3) is not the original BVP we started with but rather a weak form of it. To
obtain the weak form of the BVP we typically multiply the differential equation by
a test function (or weighting function) which we require to satisfy any homogeneous
Dirichlet boundary conditions and integrate over the domain. We then balance the
derivatives by integrating by parts in one dimension or in higher dimensions we use
an analogous approach. Neumann boundary conditions are typically satisfied by the
weak form. For example, for our BVP we have

1 1
—u”v:fv:—/ u’v dm:/ fu dx
0 0

and integrating by parts yields

1 1
/0 u'v' dr —u'(1)v(1) + v’ (0)v(0) :/0 fodex.

Now requiring v(0) = 0 makes the term «(0)v(0) disappear and imposing the
boundary condition u’(1) = 0 makes the term u/(1)v(1) disappear so we are left
with the continuous weak problem (7.3). We can reverse the steps if u is sufficiently
smooth, i.e., it possesses two derivatives. However, the weak problem only requires
one derivative on u(x).

(7.3)
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7.1.1 Some Terminology

Let us now introduce some terminology that is used in the FEM. We call u(z) a
classical solution of (7.1) if, upon substitution into these relations, equality holds
at every point = € (0,1). We call solutions of (7.3) that are not classical solutions
of (7.1) weak solutions of the latter problem and (7.3) itself is referred to as a
weak formulation of (7.1). Analogously, problem (7.2) is termed a discrete weak
problem because it is posed over a finite dimensional space which means the space
has a basis so we have a discrete problem. For most problems we will consider, the
classical solution and the weak solution will coincide.

The functions v and u” in (7.2) are called test and trial functions, respectively.
The same terminology is used for the corresponding functions v and u appearing
in (7.3). Where do these names come from? Suppose someone gave us a function
uh(x) and claimed that it was a solution of the discrete weak problem (7.2). To
verify the claim, we would put the function uh(:c) on “trial,” i.e., we would determine
if substituting it into (7.2) results in the left-hand side equal to the right-hand side
for all possible test functions v"(z) € V.

The Dirichlet boundary condition (7.1b) and the Neumann boundary condition
(7.1c) are treated differently within the framework of the weak formulation (7.3)
or its approximation (7.2). First, we note that the Neumann boundary condition
(7.1c) is not imposed on the test or trial functions; however, we saw that if u(z)
satisfies the weak problem (7.3), then this Neumann boundary condition is indeed
satisfied. Such boundary conditions, i.e., boundary conditions that are not required
of the trial functions but are satisfied “naturally” by the weak formulation, are called
natural boundary conditions. On the other hand, nothing in the process we used
to go from the weak problem (7.3) to the classical problem (7.1) implied that the
Dirichlet boundary condition (7.1b) was satisfied. For this reason, we imposed the
boundary condition as a constraint on the possible trial functions. Such boundary
conditions are called essential boundary conditions. Note that for the discrete
problem, the approximate solution u”(z) satisfies (by construction) the essential
boundary condition (7.1b) exactly, but the natural boundary condition (7.1c) is
only satisfied in a weak sense. This will be explored in the examples.

7.1.2 Polynomial Approximation

The two main components of the FEM are its variational principles which take
the form of weak problems and the use of piecewise polynomial approximation. In
our example we use the discrete weak or variational formulation (7.2) to define a
finite element method but we have not used piecewise polynomials yet. In this
example we choose the simple case of approximating with continuous piecewise
linear polynomials; that is, a polynomial which is linear when restricted to each
subdivision of the domain. To define these piecewise polynomials, we first discretize
the domain [0, 1] by letting N be a positive integer and setting the grid points or
nodes {xj};\;o sothat 0 =29 <1 < w2 <--- <zy_1 <xzy = 1. Consequently
we have N + 1 nodes and N elements. These nodes serve to define a partition of
the interval [0, 1] into the subintervals T; = [z;_1,2;], i = 1,..., N. For now we
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will take the grid to be uniform but we will see that we can easily modify the process
to include nonuniform grids. The subintervals T; are the simplest examples of finite
elements. We choose the finite dimensional space V" in (7.2) to be the space of
continuous piecewise linear polynomials over this partition of the given interval so
that each v” is a continuous piecewise linear polynomial. This means that when
we look at v" in an element 7; it is a linear polynomial and it is continuous across
elements. In Figure 7.1 we plot a function which is a continuous piecewise linear
function defined over a uniform partition of [0, 1] using seven grid points and which
is zero at x = 0.

Figure 7.1: Example of a continuous piecewise linear function in V" defined over
the partition {z;}$ of [0, 1].

7.1.3 How do you implement finite element methods?

We now translate the finite element method defined by (7.2) into something closer to
what a computer can understand. To do this, we first show that (7.2) is equivalent
to a linear algebraic system once a basis for V" is chosen. Next we indicate how
the entries in the matrix equation can be evaluated.

Let {¢:(x)}, be a basis for V", i.e., a set of linearly independent functions
such that any function belonging to V" can be expressed as a linear combination of
these basis functions. The dimension of V" is N which we will demonstrate later if
we define V" to be all continuous piecewise polynomials defined over our partition
of [0,1] which are zero at z = 0. Thus, the set {¢;(x)}|Y; has the property that
it is linearly independent, i.e.,

N
Zai@(:c)zo implies a; =0 fori=1,...,N
i=1

and it spans the space. That is, for each wh € VI there exists real numbers w;,
1 =1,..., N, such that

N
wh(z) = Z wigi(z) .
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In the weak problem (7.2), the solution u" () belongs to V" and the test function
v"(x) is arbitrary in V. Since the set spans V" we can set u” = Zj\]:l w5 and
then express (7.2) in the following equivalent form: find u; € R!, j =1,..., N,
such that

La N d . 1 . ., .
/O Ie ;ujfbg‘(m) %(v ) da::/o Flay de Yol eV
or equivalently
N 1 )
Z“J‘/ ¢ (x) (")’ diﬂ:/ fl@)h de Yol e vh,
j=1 0 0

Now this equation must hold for each function v € V. We claim that it is enough
to test the equation for each element in the basis; that is,

N 1 )
;Nj/o (ZSS'(CC)QS;(HC)CZOC:/O f(z)pi(x) de fori=1,...,N.

To see this, let v" € V" where v" is arbitrary; it can be written as ol = vip1 +
-+~ vn¢n because the ¢;(x) form a basis for V. We substitute this v" into our
weak formulation (7.2) to get
/1 du” [ der don
0

dz v N

1
b A o= [ @61+ -+ vwon] do

which can be written as

b duh dgy Vaul doy ! !

On the other hand, the weak formulation has to hold for each v* = ¢; so when we
choose v" to be each basis function we have

Ydulhdg, ! N
/O%%dzf/o f(x)py dz - /Oﬁﬂdxifo f(x)on dx.

If we multiply the first equation by v, the second by 15, etc. and add the equations
then we get the previous result; consequently requiring the weak formulation to
hold for each ¢; means it holds for any v" = v1¢; + - -- v, ¢n. Using this fact, the
discrete problem is rewritten as

find pj, j=1,...,N, such that

iﬂj </01 ¢2($)¢;(’I)> dx = /Olftm(x) dx fori=1,...,N.
. (7.4)
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Clearly (7.4) is a linear algebraic system of N equations in N unknowns. Indeed, if
the entries of the matrix K and the vectors U and b are defined by

1 1
Kij = / ¢;(x)¢;(x) d.]?, Uj = Hj, and bi = / f($)¢z dz
0 0
for i,7 =1,..., N then, in matrix notation, (7.4) is given by
KU =b. (7.5)

However, we have not yet completely formulated our problem so that it can be
implemented on a computer. We first need to choose a particular basis and then the
integrals appearing in the definition of K and b must be evaluated or approximated.
Clearly there are many choices for a basis for the space of continuous piecewise linear
functions defined over our subdivision of [0,1]. We will see that a judicious choice
of the basis set will result in (7.5) being a tridiagonal system of equations and thus
one which can be solved efficiently in O(IV) operations. Recall that using a second
centered difference quotient for u”(x) resulted in a tridiagonal system so the two
system would require equivalent work to solve.

For now, let's assume that we have chosen a specific basis and turn to the
problem of evaluating or approximating the integrals appearing in K and b. For a
simple problem like ours we can often determine the integrals exactly; however, for
a problem with variable coefficients or one defined on a general polygonal domain
in R? or R3 this would not be practical. Even if we have software available that can
perform the integrations, this would not lead to an efficient implementation of the
finite element method. Thus to obtain a general procedure which would be viable
for a wide range of problems, we approximate the integrals by a quadrature rule.
For example, for the particular implementation we are developing here, we use the
midpoint rule in each element to define a composite rule. Recall that the midpoint
rule on a generic interval [xg_1, 2] is

Tk Tp_1+x
/ g(z) dx =~ (vg — xk,l)g(%k)
Tk—1

and the composition rule on [0, 1] is found by applying this rule over each subinterval
to get

/01 g(x) de = ,é/:l g(x)de ~ ig <xk12+xk) (2% — 2p_1) .

k=1
Using this rule for the integrals that appear in (7.5), we are led to the problem
Khuh =b", (7.6)

where the superscript i on the matrix K and the vector b denotes the fact that we
have approximated the entries of K and b by using a quadrature rule to evaluate
the integrals. The entries of K", and b" are given explicitly by

N

Tp—1+x Tp—1+2 .

Kv}; = Z(l’k — Tp_1)¢} (klzk) ¢’j <kl2k) , fori,j=1,...,N
k=1
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and

N
b? = Z(xk - xk—l)f (xk_12+ xk) ¢l (xk_12+ xk) ) fori= 17 AR 7N'
k=1

In our example, K" = K. To see this, recall that we have chosen V" as the
space of continuous piecewise linear functions on our partition of [0,1] and thus
the integrands in K are constant on each element T;. The midpoint rule integrates
constant functions exactly so even though we are implementing a quadrature rule,
we have performed the integrations exactly. However, in general, b" # b so that
U £ U. In the sequel we will not include the superscript h on our matrices but
keep in mind that we will be typically making an approximation to the entries of the
matrix because of numerical quadrature. As long as we choose a quadrature rule
that is sufficiently accurate for our choice of basis, then the error in the quadrature
rule will not dominate the error made by our choice of basis.

Once the specific choice of a basis set for V" is made, the matrix problem (7.6)
can be directly implemented on a computer. A standard linear systems solver can
be used to obtain U and should be chosen based upon the structure and properties
of K .

There are an infinite number of possible basis sets for our space V". For exam-
ple, for R? we can choose {(1,1,1)%,(1,0,1)7,(0,5,0)T} or {(7,1,7)T,(0,2,1)7,
(4,—4,1)T} but a more common choice is the set {(1,0,0)T, (0,1,0)%, (0,0,1)T}
because it is much easier to write a vector in R? as a linear combination of these
vectors. Of course this is because each vector is zero in all but one component.
So we want to choose basis functions for the space of continuous piecewise linear
functions on our partition of [0, 1] which have an analogous property. If the basis
functions are nonzero over the whole interval (0, 1), then, in general, the resulting
discrete systems such as (7.5) or (7.6) will involve full matrices, i.e., matrices hav-
ing possibly all nonzero entries. In this case we say the basis functions have global
support.

In order to achieve maximum sparsity in the discrete systems such as (7.5) or
(7.6), the basis functions should be chosen to have local support, i.e., to be nonzero
on as small a portion of the domain as possible. In the one dimensional case we have
considered here, the basis functions should be nonzero over as small a number of
subintervals as possible. Such a basis set is provided by the “hat” functions defined

by

T — T
Tt forxi1 <x<uz
Tj — Ti—1

fori=1,...,N, oi(x) = Titl — X for o; < & < i1 (7.7)
Tit1 — X4
0 otherwise
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and
T —ITN-1
e foran_1 <z <axpn

IN — IN—
on(z) = NNt (7.8)
0 otherwise.

A sketch of these functions for the case N = 4 on a uniform partition of [0, 1] is
given in Figure 7.2. Note that for all : = 1,..., N, ¢;(0) = 0, ¢;(x) is continuous
on [0,1], is a linear polynomial on each subinterval [z;_1,z;], j =1,...,N, and
¢i(x) is nonzero only in [x;_1,x;11]. It can be shown that the set {¢;(z)}Y; given
by (7.7) and (7.8) is linearly independent and forms a basis for the space V.

$1(z) p2(x)
U T U T 1 F U T U 1
To T1 T2 XT3 T4 o X1 X2 T3 T4
¢3(z) Pa(z)
F T U T 1 F T T U 1
i) X1 i) I3 Ty Xo I To I3 Ty

Figure 7.2: Example of the hat basis functions for V" for a subdivision of [0, 1]
using four uniform elements. All basis functions are zero at x = 0 and have a
maximum height of one.

Now let's examine the entries of the matrices K and K" appearing in the linear
systems (7.5) or (7.6), respectively, for the basis functions defined in (7.7) and
(7.8). It is easy to see that K;; = 0 unless |¢ — j| < 1. Thus, for any number
of elements N, these matrices have nonzero entries only along the main diagonal
and the first upper and lower subdiagonals, i.e., they are tridiagonal matrices. This
is the optimal sparsity achievable with piecewise linear finite elements and is the
same structure that we got when we solved the same BVP using a second centered
difference approximation. When we delve into the method more we will explicitly
determine the entries in the matrix.

7.1.4 A comparison with finite difference methods

Like finite difference methods, particular finite element methods are ultimately de-
fined based on a grid, i.e., a partition of a given domain in Euclidian space into
subdomains. More often than not, the grid itself is defined by selecting a finite
number of points in the given domain. Thus, both classes of methods may be
thought of as grid-based methods.

What separates the two classes of methods? We can immediately point out one
difference, albeit a somewhat philosophical one, between finite difference and finite
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element methods. The finite difference method is derived primarily by approzimat-
ing operators, i.e., derivatives. On the other hand, the primary approximation step
in deriving the FEM (7.2) was to replace the solution « in (7.3) by an approximation
u”, ie., by approzimating the solution.

Finite element methods possess many desirable properties that account for their
popularity in a variety of settings. Some of these we have already encountered. For
example, within the finite element framework, natural boundary conditions such as
(7.1c) are very easily enforced. Also there is no difficulty in treating problems with
nonuniform grids. A third advantage that we have alluded to is that, due to being
able to introduce sophisticated function theoretic machinery, finite element methods
can be “easily” analyzed with complete rigor. All three of these are thought of as
posing difficulties within the finite difference framework.

There are other good features inherent in finite element methodologies. Perhaps
the most important one is the ability of the FEM to “easily” treat problems in
complicated, e.g., non-rectangular, domains.> Another good feature is that finite
element methods preserve certain symmetry and positivity properties possessed by
problems such as (7.1). In particular, in this case, the matrix K appearing in (7.5)
is symmetric and positive definite.

A final desirable feature of finite element methods is that, when they are properly
implemented, they lead to sparse discrete problems. This spasity property is crucial
to the efficiency of the method and results from a judicious choice for the basis set
{¢i(x)} Y, for the finite element space V.

Which method is best? Unfortunately, there is no best method for all problems.
Which method is best, be it of the finite difference, finite element, finite volume,
spectral, etc., depends on the class of problems under consideration or, often, on the
specific problem itself. It is not even possible to say that one finite element method
is better than another one in all settings. In order to determine which method is
best (or even good) for a given problem, one must understand its definition, imple-
mentation, and analysis. The purpose of studying different methods is to obtain the
tools, knowledge, and experience so that rational comparisons and decisions can be
made.

7.2 Two point boundary value problems

We now want to look at the FEM in more detail for our prototype BVP in one
dimension. We will begin by defining an appropriate continuous weak formulation
and show that for sufficiently smooth solutions the classical and weak solutions
coincide. Then we discuss the finite element approximation using different choices
of approximating polynomials, investigate the resulting matrix equations, and de-
termine error estimates. In addition, we provide computational results for several
examples.

Before taking a closer look at the FEM we want to define the space of functions
defined on a domain Q called Ly(€2). This linear (vector) space and an associated

30f course, since we have only looked at problems in one dimension, we have not yet been
exposed to such domains.
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norm is used throughout the discussion of the FEM. Recall that when we computed
an error using finite differences, we had a vector containing the difference in the
approximate and exact solution at each node. Then we used a vector norm such
as the /5 norm, i.e., the standard Euclidean norm, to measure the error. In the
case of the FEM our approximation u” is a continuous function because it is a
linear combination of continuous piecewise polynomials. So in this case we don't
measure the error in the /5 vector norm; instead we use the analogue for continuous
functions. We define Ly(2) as the space of all square integrable functions *

Ly(Q) = {ve Q)| /Qv2 dQ < oo} (7.9)

and the associated norm "
v]l, = [/ v? dg] . (7.10)
Q

In words we say that Ly (2) consists of all continuous functions on € which are
square integrable, i.e., the integral of the square of the function is finite. It is
important to realize the similarity between the standard Euclidean norm and the Lo
norm defined here. We have replaced the sum with an integral and instead of taking
the dot product of a vector with itself we simply square the function. Note also that
we have used the same notation ||-||, for both the ¢5 and Ly norms; the particular
norm we are using should be clear from the context. When we talk about finite
element approximations we will always use the Ly norm and for the finite difference
method we will always use the ¢5 norm.

7.2.1 A two-point BVP with homogeneous Dirichlet boundary
data

We begin by returning to our prototype two-point boundary value problem on [0, 1];
specifically we seek a function u(z) satisfying

_4 (p(:L)du) +q(x)u flz) for0<z<1

dx dx (7.11)
u(0) = 0 '
u(l) = 0,
where p(z), g(z), and f(z) are given functions defined on [0,1]. As before, we
assume that 0 < Pmin S P(l') S Pmax and Gmin = 0 S Q(l’) S Gmax where Pmin,
DPmax, and gmin are positive constants and f € L5(0,1). The solution u to problem
(7.11) is the classical solution. We are interested in a weak solution of (7.11);
i.e., in a function u(x) that satisfies (7.11) in some sense even when f,p, ¢ are
not continuous; if f, p, ¢ are sufficiently smooth then we want the weak solution to
coincide with the classical solution.

4The rigorous definition of Lo is that it is the completion of the space we defined, i.e.,
the limit of every Cauchy sequence is added to this space; specifically it is a complete inner
product space which we call a Hilbert space. We will not be proving results which require this
precise definition so we will be a bit less rigorous here.
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7.2.2 Weak formulation

In choosing the underlying function space for our weak formulation of (7.11), we
know that multiplication of the differential equation by an appropriate test function,
integrating over the domain and then integrating by parts to balance the order of
the derivatives results in both the test and trial functions having one derivative.
Consequently we require our solution to be integrable and to possess at least one
derivative. In addition, we constrain our space so that we only consider functions
which satisfy the homogeneous Dirichlet boundary conditions. We call Vj to be the
function space® in which we seek a solution u(z) and the space of test functions.
The weak problem is stated as:

{ seek u € Vj satisfying
fol p(x)u' (z)v (z) do + fol q(x)u(z)v(z) de = fol fudz YveV.
(7.12)
Note that if u is the classical solution of (7.11) then w(z) also satisfies the weak
problem because for v € Vj

1 1
/ fodr = / (= (pu') + qu)v dz
0 0

1 1
= / pu'v dx —|—/ quv dz — [pu'v] ’(1)
0 0

1 1
= / pu'v' dx + / quv dz
0 0

because v is zero at © = 0 and = = 1. Conversely, if u € Vj satisfies (7.12) and u
is sufficiently smooth, i.e., u € C?(0,1), a situation which can be guaranteed if p, ¢
and f are themselves sufficiently smooth, then u coincides with the classical solution
of (7.11). To see this, note that the homogeneous Dirichlet boundary conditions are
satisfied because u € Vj; the differential equation holds because the weak problem

implies
1 1 1
/pu'v’d:rJr/ quvdxf/ fodr=20
0 Jo Jo

and thus integrating by parts gives

1
/ [(—pu) +qu— flodz =0 Yvel,
0

which has to hold for every v € V{ and so the only way this integral is zero is if
(—pu’) + qu — f = 0. Recall that if we can find a function u € Vj which is the
unique solution of (7.12), then we call u the weak solution of (7.11) in V;. In
this problem we constrained our function space to consist of functions which satisfy
the homogenous Dirichlet boundary conditions. We recall that boundary conditions
which are satisfied by constraining the trial space are called essential.

5The appropriate function space is a Hilbert space called a Sobolev space but we will not
get into the mathematical details here.
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Because the solution of the weak problem may not be a solution of the classical
problem, one needs to demonstrate that the solution of the weak problem exists and
is unique. The result that givens conditions for existence and uniqueness is called
the Lax-Milgram theorem but we will not investigate it here. The interested reader
is referred to a standard text in the FEM. For our exposition, we will assume that
the weak problem has a unique solution.

7.2.3 Approximation using piecewise linear polynomials

We now turn to approximating u, the solution of the weak problem (7.12), by
its Galerkin approximation u” in a finite dimensional subspace V' of V. The
approximate solution is required to satisfy (7.12) but only for all v® € V{&; the
discrete weak problem is

seek u” € V' satisfying

{ Jo p(@) (@) (@) (2) do + [ q(z)" (2)wh(z) do = [} fo de Vb € Vi
(7.13)

Because V' C V" the conditions that guaranteed a unique solution to the con-
tinuous weak problem are automatically satisfied on V' so we are guaranteed that
there exists a unique u" € V' which satisfies (7.13).

To write the discrete weak problem as a linear system of equation we must choose
a specific basis. In this section we choose V' to be the space of continuous linear
piecewise polynomials defined on a partition of [0, 1] which satisify the homogeneous
Dirichlet boundary conditions; in a later section we will consider other choices of
V. In particular, we consider the following partition of [0, 1]:

0:.T0<{,C1<"'<£CN+1:1 where z;,=xz;,_1+h;, 1<i<N+1,
(7.14)
and where h;, 1 < i < N + 1 are given numbers such that 0 < h; < 1 and

Zfi‘;l h; = 1. We define h = | Juax hi; if hy = h for all 7 then we call the

subdivision uniform. Here we consider the general case and will demonstrate that
it is no more difficult to handle a nonuniform grid in finite elements. A continuous
piecewise linear function with respect to the given subdivision on [0, 1] is a function
¢(z) defined on [0, 1] which is linear on each subinterval i.e., ¢(z) = oz + B; on
[, 2:41], 0 < i < N. Consequently ¢(z) can be a different linear function on each
interval. To impose continuity we require that the constants «;,5;, i =1,2,..., N
defining ¢(z) satisfy a;—12; + i1 = ayx; + B;, ¢ = 1,...,N. In addition, for
#() to be in V! it must be zero at x = 0 and z = 1. We define

Ve ={o(2) | ¢ € C[0,1],
¢(x) linear on [x;, x;41] for 0 < i < N,¢(0) = ¢(1) = 0}.

We want to choose a basis whose functions have as small support as possible
so that the resulting coefficient matrix is sparse; that is, they are nonzero over as
small a portion of the domain as possible and zero elsewhere. For 1 < i < N we
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consider again the “hat” functions

T — X
7h1 ! forz;, 1 <z <ux
i
Gi(z) = THL T o < x <ai (7.15)
hit1
0 elsewhere.

Clearly ¢;(x) € V' for 1 <i < N. Moreover, we easily see that

1 ifi=j
¢i(w;) = { 0 otherwise (7.16)

for1<i< Nand0<j<N+1 Wecall this type of basis function a nodal
basis because it is one at a single node and zero at all other grid points.

The following proposition justifies our intuition that the functions defined in
(7.15) form a basis for V.

Proposition 7.1. The functions {¢;(x)}¥., defined in (7.15) form a basis for V.

Proof. We must show that {¢;(z)}, ¢ = 1,..., N are linearly independent and
span the space VJ'. To see that we have a linearly independent set, let ¥(z) =
Zfil cidi(z); we want to show that the only way ¢ (z) = 0 for all z is if ¢;, =0
fori = 1,...,N. Using (7.16), we see that ¢(z;) = ¢; for 1 < i < N. Thus if
(x) = 0 for all  we have that ¢; =0 for ¢ = 1,..., N; in addition if ¢; = 0 for
all 1 <4 < N then the nodal values of 1) are zero and since it is piecewise linear, it
is zero everywhere. Hence we conclude that the functions are linearly independent.
To show that the set spans V' we let ¢)() be an arbitrary element of V{* and show
that we can write 9(x) as a linear combination of the ¢;(z), i = 1,...,N; i.e,
() = vazl ci¢;(x). But this can be done by letting ¢; = ¥ (x;), i.e., setting ¢;
to be the nodal values of 1.

Once we have chosen a basis for V', the problem (7.13) reduces to solving a
system of N algebraic equations in N unknowns. Since u” € V!, we let u"(x) =

Z;V:l ¢;j¢;(x) and write (7.13) as

Z%/ M+Zq/ x)pi(x)p; (x mf/f@m

for 1 < i < N. Recall that previously we demonstrated that testing the equation
against each v" € V' was equivalent to testing against each element of the basis
of V. Then ¢ = (cy,ca,...,cn)T satisfies the matrix system

Ac=h, (7.17)

where b = (fol for dx, fol fobo dx,...,fol fon da:)T and A is the N x N matrix
whose elements are given by

1 1
Aij = / Py dx +/ q9jdi dx
0 0
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or

Aij = Sij + Mij

with §;; = fol pdd; dr and M;; = fol qojé; dx. The matrix A is symmetric,
positive definite and tridiagonal. If p(x) = g(x) = 1 on [0, 1] and we use a uniform
mesh with continuous piecewise linear basis functions then the integrals can be
computed exactly; in this case the matrices S and M are explicitly given by

2 -1 0 o0
-1 2 -1 0 -
1l o -1 2 -1 0 o

o

S=7 S (7.18)
0 0 -1 2 -1
0 0 -1 2
and
4 1 0 0
1 4 1 0 - 0
r| 0O 1 4 1 00
M= . . (7.19)
0 - 0 1 41
0 - 0 1 4

Note that S is the same coefficient that we got when we discretized the equation
—u"(x) = f using the second centered finite difference quotient if we multiply
through by h. In the case p = 1 the matrix S is called the stiffness matriz of the
basis {¢;}Y; while in the case ¢ = 1, the matrix M is called the Gram matriz or
the mass matriz associated with the basis {¢;} ;.

7.2.4 Error estimates

We would like to bound the error between the solution w(z) of the weak problem
and u"(z) the solution of the discrete weak problem. However, the natural estimate
that comes out is a bound in the error in the derivatives u/(z) — (u”)'(z). Extra
work has to be done to estimate the error in the solution itself rather than the
derivative. In addition, the goal is to measure the error in terms of powers of h
because we have seen that this is useful. To do this we will need some results from
interpolation theory.

For simplicity of exposition let's prove the error estimate for the case where
p(z) = 1 and g(x) = 0; this will just make the steps clearer. First recall that the
continuous weak problem

/01 W (2)v' (z) dz = /01 fo(z) de Yo €V

holds for every v € Vj and because v € Voh C Vp the equation has to hold for
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every v € V', ie.,

1 1
/ o (x)(v") (z) doz = / fo dx woh e V.
0 0

The reason we write this equation like this is so that we can combine it with the
discrete weak problem

/ (U}L>l(l‘)(vh)/($) dr :/ fvh dx V’Uh c VOh'
0 0

Subtracting these two equations gives

/0 [v/(z) — (u") ()] (") (z) dz =0 Vo € Vj'.

Note that u/(x) — (u”)’(x) is the error in the derivative of the solution so that this
equation says the derivative of the error E = u(z) — u"(x) is orthogonal to all
elements in Voh in this sense, i.e.,

1 1 ,Uh
/O [u/(z) — (u")(2)] (V") (2) dz = /0 %% de=0 Yo" eV (7.20)

and thus it is called the orthogonality condition for the error.
We now use this orthogonality condition and properties of integrals to prove an
error estimate. We have
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where for the last step we have added and subtracted a term containing an arbitrary
element w" € VJ*. From the orthogonality condition (7.20) we see that the second
term is zero where we set v? = u" — w" € V. We will denote the norm on
L*([0,1]) by |- lo where

oo = [ [ (wt@? ae] .

We have

[’ (x) = (") (2)IIf =
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There is a useful inequality called the Cauchy-Schwartz inequality which is

/qu dQ’ < [/Q u? dQT/Q [/Q V2 dﬂrﬂ = Jlully 10, - (7.21)

Using this inequality yields

I’ (z) — (@) (@) = /[u’(x)—(uh)’(r)][U’(m)—(wh)’(m)] da
0

< /(@) = (@) (@)llo 1w (z) = (") (2)]lo

and thus

I’ () = (") (@)]lo < [|u' () — (") ()0 Vo' € Vg
Now this has to hold for every w” € V' so it has to be true for the particular w"
whose derivative is closest to the derivative of the solution to the weak problem.
We write this as

Il (x) = (u") (@)llo < Aot I’ () = (") (@)llo - (7.22)

This results says that the L3(0,1) error in the derivative of the error is less than
or equal to a constant times the best approzimation to u'(x) in the space V.
However, our goal was to estimate the error in terms of h. It turns out that it is not
easy to estimate the difference in a function and its best approximation; however
there are readily available estimates for how well you can approximate a function
with its piecewise interpolant. How can this help us? We have that for any w" € Vi

Il () = (u") (@)llo < Ak, I’ () = (") (@)llo < [l (2) = (w)'(2))llo

because inf, ncyn [|u'(x) — (X")'(2)|lo is the smallest value for all X" € V" and w"

is just some other element of V. So if we have an estimate for a particular w"

then we can use these.

Recall that one way to approximate a function is to use a polynomial interpolant;
i.e., to find a polynomial which agrees with the given function or its derivatives at a
set of points. One such example is a Lagrange interpolant which interpolates given
data or function values. Due to the fact that one cannot guarantee that the norm of
the difference in the function and the Lagrange interpolating polynomial approaches
zero as the degree of the polynomial increases, one typically uses piecewise polyno-
mial interpolation. In piecewise Lagrange interpolation we put together Lagrange
polynomials of a fixed degree to force them to interpolate the given function val-
ues or data. For example, a continuous piecewise linear Lagrange polynomial is a
continuous function which is a linear polynomial over each subinterval and matches
the given function at the nodes. Clearly, a piecewise linear Lagrange polynomial
over the subdivision of [0, 1] given in (7.14) which is zero at z =0 and = 1 is an
element of V.
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We state the estimates for the error in a function or its derivatives and its V-
interpolant where V" is the space of continuous piecewise linear functions defined
over the given partition with no boundary conditions imposed; i.e.,

Vh = {p(z) € C[0,1] | ¢(z) linear on [z;, z;41] for 0 < i < N}. (7.23)

Then these results also hold for V' C V. If v(x) is a continuous function on [0, 1]
then we can find a unique element which agrees with v(z) at each of the points z;,
i=0,...,N+1; we call this element of V" the V"-interpolant of v and denote it
by I"v. Once we have the standard estimate for the approximation of a function by
its piecewise linear Lagrange interpolant, then we can use it to obtain an estimate in
terms of powers of h. The following lemma gives standard results for approximating
a function or its derivatives by its piecewise linear Lagrange interpolant in the Lo
norm.

Lemma 7.1. Let f € C?(0,1) and V" C V be defined by (7.23); let I" f de-
note the V"-interpolant of f. Then there exists positive constants C; and Cs,
independent of h and f, such that

If=1"f]|, < Crk® I1F" (7.24)

and
NF=1"F)], < Cahllf"llg - (7.25)

Note that the error in the function and its interpolant is one degree higher in h
than the error in the derivative. This is true in general and a way to think about
this is to recall that the definition of the first derivative has an h in the denominator
just like our forward, backward or centered differences for the first derivative; hence
you lose a power of h when you approximate the derivative. The other thing to
notice about the lemma is that these optimal error estimates hold only when the
function we are approximating has two derivatives. By optimal we mean that they
are the best that can be obtained: no matter how smooth the function is, this is
the best accuracy one can obtain. Recall that our weak formulation only requires
one derivative on the solution whereas this lemma requires two. This does not have
anything to do with finite elements but rather is a result of approximation theory. In
fact, if you choose a solution which doesn’t have two derivatives then we don't get
the optimal rates of convergence; we will see this when we look at some numerical
examples.

Now we have the result

' (2) = (u") (@)l < [l (x) = 1" (@' () ]lo < hllu"]|o (7.26)

if u € C?(0,1) and V" is the space of continuous piecewise linear functions over
the given partition; thus we say the error in the derivatives is linear in h. It turns
out that the error in the solution itself is optimal as long as u”(z) € C(0,1), i.e.,

lu(z) = u"(@)llo < h*[|u” (z)llo -
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Thus the error in the solution itself is quadratic in h. It takes more work to prove
this rigorous but it can be done by something called “Nitsche’s trick” and using
regularity of the differential equation. However we will not prove the result here.

We have now completed our analysis of a finite element solution of (7.11) using
continuous, piecewise linear polynomials. Before turning our attention to imple-
menting the method to obtain some numerical results we consider approximating
using higher degree polynomials and then remind ourselves how the entries in the
matrix and right-hand side of (7.17) are obtained.

7.2.5 Approximation using higher degree polynomials

From the error estimate (7.26) we see that the rate of convergence is linear in h if
we measure the error in the derivatives of the solution. If we want our calculations
to converge at a higher rate, such as quadratically, then we have to choose a higher
degree polynomial for our approximating space V. In this section we give some
general results for the error in the interpolating polynomial for a kth degree polyno-
mial and then use these to state optimal error estimates for our problem. We also
consider a basis for quadratic polynomials and the structure of the resulting linear
system which is no longer tridiagonal as it was when we used linear polynomials.
The case of continuous, cubic polynomials is left to the exercises.

We now define V" to be the space of continuous, piecewise polynomials of
degree k or less over the partition of [0, 1] defined in (7.14), i.e.,

Vh = {¢(x) | ¢ € C[0,1], ¢(x) polynomial of

degree < k on [z;,;41] for 0 <7 < N}. (7.27)

V' is defined in the same way except we require ¢(x) to be zero at the endpoints;

Vi = {¢(z) | ¢ € C[0,1], ¢(x) polynomial of

degree < k on [z;,x;41] for 0 < i < N,¢(0) = ¢(1) = 0}. (7.28)

A result for the V"-interpolant of functions and their derivatives for piecewise poly-
nomials of degree k is provided in the following lemma. The situation where k =1,
i.e., we are using linear polynomials, is a special case of this result.

Lemma 7.2. Let f € C*+1(0,1) and V" is defined by (7.27); let I" f denote the
V' _interpolant of f. Then there exists positive constants C, Cy, independent of
h and f, such that

I =1"f|, < CLh** Hf[kH]HO (7.29)

and
|7 =129}y < Con*|| 7841 . (7.30)

Note that (7.29) reduces to (7.24) and (7.30) reduces to (7.25) when k& = 1.
These are the best rates of convergence possible with a kth degree polynomial. If f
is not smooth enough then there is a loss in the rates of convergence. If our finite
element solution is sufficiently smooth then the optimal rates of convergence are
given in the following theorem.
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Theorem 7.1. Let u € C**1(0,1) be the solution of (7.12) and let u" be the
Galerkin approximation of u in the space V' defined by (7.28) satisfying (7.13).
Then there exists positive constants Cy, Cs, independent of u, h, or v’ such that

[(u—u")l, < Clh’“Hu[’““]HO. (7.31)

and
||u — uhHO < CohFt! HU[kH]Ho . (7.32)

We note that this estimate says that if the solution is sufficiently smooth, then
increasing the degree of the polynomial by one increases the rate of convergence by
one. So when we use continuous piecewise quadratics for V" then we expect the
optimal rate of convergence for u to be h3 and for its derivative to be hZ.

We now turn to the concrete problem of finding a basis for V' or Vi when we
choose quadratic polynomials, i.e., kK = 2. In this case we know that the rates of
convergence are O(h?) for the Ly norm of the derivative of the error and O(h3) in
the Lo norm of the error, if the solution is sufficiently smooth. We use the same
partition of [0, 1] as before, i.e., that given in (7.14). The problem now is that
over each element [x;_1,x;] the basis function must be a quadratic; however, it
takes three points to uniquely determine a quadratic. To this end, we add a node
in each subinterval; the easiest thing to do is add a node at the midpoint of each
subinterval, z;_1 = (2;—1+;)/2. We still have N +1 elements, but now have the
N + 2 points from the endpoints of the intervals plus the NV + 1 midpoints giving
a total of 2N + 3 points. Analogous to the continuous, piecewise linear case, we
expect that a basis for V" for k = 2 consists of 2N + 3 members and for V{* we
don’t need the endpoints so we have 2N + 1 vectors in a basis.

For simplicity of exposition, we renumber our 2N+3 nodesas z;, ¢ = 0,...,2N+
2. However, we must remember that the elements are [x9;_2, z2;] forj =1,..., N+
1. To determine a nodal basis for V" we require each ¢; in the basis to have the
property that it is one at node z; and zero at all other nodes. In the basis for piece-
wise linear polynomials we were able to make the support of the basis functions to
be two adjacent elements; the same is true in this case. However, now we have
two different formulas for the basis functions determined by whether the function
is centered at an endpoint of an interval or the midpoint.

To easily get an idea what these quadratic functions look like, we first write the
polynomials on [—1, 1] with nodes z = —1,0,1; we can then translate them to the
desired interval. From these we can determine the shape of our basis functions.
For the quadratic function which is one at the midpoint of [—1,1], i.e., at z = 0,

and zero at * = 41 we have ¢(x) = 1 — 2%, For the quadratic function which
is one at # = —1 and zero at = 0,1 we have ¢(z) = 1(2? — z). Similarly
for the quadratic function which is one at x = 1 and zero at x = —1,0 we have

¢(x) = 3(2® + x). These functions are illustrated in Figure 7.3 and have the same
shape as the ones on [z2;_2, z2;]. We can splice together the two functions centered
at the endpoints of the interval to get a complete picture of the basis function
centered at an endpoint which has support over two intervals; this is demonstrated
in the right plot in Figure 7.3. Note that analogous to the case of continuous
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piecewise linear polynomials the quadratic basis functions will be continuous but
not continuously differentiable at the grid points.

e
/
/

S o o o\
N OB O O H

T—=0.5 1 0.5 1

Figure 7.3: Plot on left shows nodal quadratic functions on [—1,1] and plot on
right shows shape of quadratic basis function centered at endpoint of an interval
having support over two intervals.

To find the analogous polynomials on [z2;_2,%2;] we need to translate our
functions on [—1, 1] to the desired interval or equivalently solve linear systems. For
example, a straightforward way to find the quadratic which is one at x3;_; and zero
at the endpoints is to solve

0 = a+b(eg-2) +c(wz-2)
= (o) eley )
0 = a—‘rb(l‘gj)—i-c(l‘gj)Q

However, there are more efficient approaches to finding basis functions. The support
of the quadratic basis functions for V{* on a uniform partition of [0, 2] with h = 0.5
are illustrated in Figure 7.4.

1 1
0.8 0.8
0.6 0.6
0.4 0.4
0.2 0.2
1
0.5 1 1.5 2 0.5 I 1.5 2

Figure 7.4: Support of quadratic basis functions on the uniform partition of [0, 2]
with h = .5 assuming homogeneous Dirichlet boundary conditions.

We have seen that once a basis for the finite dimensional space is chosen, the
discrete problem can be converted to solving a linear system of equations. The (i, j)
entry of the coefficient matrix A is given by the same expression as in the case of
piecewise linear functions except we are using a different basis; specifically, we have

Aij = (p9}, 9}) + (a9, ¢i)

where ¢; is now a quadratic polynomial. We recall that when the standard “hat”
functions were used as a basis for V' the resulting matrix was N x N, symmetric,
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positive definite and tridiagonal. In the case of our quadratic basis functions in V{,
the matrix is still symmetric and positive definite but we note that the size of our
matrix has increased to 2IV + 1. Also, it is no longer tridiagonal. To determine the
bandwidth of the matrix, we need to ascertain where the zero entries begin in each
row. We return to Figure 7.4 and note that for a basis function ¢; centered at a
midpoint node z;, the integral fol ¢ip;jdx is zerowhen j >i+1orj<i—1,ie,
outside of the interval; the same is true for the term fol gi)gr,b;. dxz. However, for a

basis function ¢; centered at the right endpoint node x;, the integral fol ¢i¢p;dx is
potentially nonzero in that interval and the next which includes a total of five basis
functions, counting itself. Thus the integral is zero when j > i+4+2or j <i—2 and
the maximum bandwidth of the matrix is five. This system can be efficiently solved
by a direct method such as a banded Cholesky algorithm or an iterative method
such as conjugate gradient or one of its variants.

If we desire to have a method where the error in the derivative converges cubi-
cally, then we can choose continuous, piecewise cubic polynomials for V. Because
we need four points to uniquely determine a cubic, we add two points to each interval
in our original partition given in (7.14). For V' we now have N+2(N+1) = 3N +2
points and we expect that this is the dimension of the space and thus the dimension
of the resulting matrix.

7.2.6 Numerical quadrature

If we are implementing our example given in (7.11) in the case p = ¢ = 1 with
continuous, piecewise linear polynomials for Voh and where we are using a uniform
grid, then (7.18) and (7.19) explicitly give the coefficient matrices. However, entries
in the right-hand side of (7.17) must be computed and also entries for the coefficient
matrix for general p, q. For some choices of f we could evaluate the integrals exactly.
However, if we want to write a general finite element program then we should be
able to do problems where the integrals can not be evaluated exactly. In this case,
we must use quadrature rules to approximate the integrals. Recall that in our error
analysis, we have assumed that the integrals are computed exactly. For now, we
present some widely used quadrature formulas in one-dimension and give general
rules for choosing a formula.

In numerical integration we approximate the integral by the sum of the integrand
evaluated at a prescribed set of points multiplied by weights; i.e.,

b
/ f(z)dx =~ Z I (qp)wg , (7.33)
a k

where ¢ represent the quadrature points and wy, the quadrature weights. Of par-
ticular interest in one dimension are the Gauss quadrature rules; in these rules the
quadrature points and weights are chosen so that the rule integrates exactly as
high a degree polynomial as possible. Specifically, if we use n Gaussian quadrature
points then the rule integrates polynomials of degree 2n — 1 exactly. The Gaussian
quadrature rule for one point is the well known midpoint rule which integrates lin-



CHAPTER 7. THE FINITE ELEMENT METHOD IN 1D 147

ear functions exactly. The following table gives the Gaussian quadrature points and
weights on the interval [—1,1].

Table 7.1: Gauss quadrature formulas on [—1, 1]

n nodes weights
1 0.0000000000 2.0000000000
2 j:% = £0.5773502692 | 1.0000000000
3 +0.7745966692 0.5555555556
0.0000000000 0.8888888889
4 +0.8611363116 0.3478548451
+0.3399810436 0.6521451549
5 +0.9061798459 0.2369268850
£0.5384693101 0.4786286701
0.0000000000 0.5688888889

If the domain of integration is different from (—1, 1), then a change of variables
is needed. For example, to compute the integral fab f(&) di we use the linear
mapping # = a + %5%(z + 1) to map to the integral over (—1,1). In this case we

have , . . -
/af(mdae: 2“/_1f(a+ e+ 1)) da.

Then we apply the quadrature rule to the integral over (—1,1). Note that we
have just modified the quadrature weight by multiplying by b;a and mapping the
quadrature point to the interval (a,b).

When choosing a quadrature rule, we want to use as low a degree rule as possible
for efficiency but as high a degree rule as necessary for accuracy. It is not necessary
to evaluate the integrals exactly, even if this is possible; however, we must assure
that the error in the numerical quadrature does not contaminate the power of h
accuracy in our estimate. When using piecewise linear polynomials for the finite
element space in one-dimension for the problem (7.11), it is adequate to use a one-
point Gauss quadrature rules; for piecewise quadratic polynomials a two-point rule
is adequate.

7.2.7 Computational examples

In this section we implement two specific examples of the boundary value problem
given in (7.11) where we know the exact solution so that errors and rates of con-
vergence can be calculated. These problems differ in the choice of p,q and f. The
choice of f is especially important because a lack of smoothness in f results in the
solution not being smooth enough to guarantee the optimal rates of convergence.
In all computations we use continuous, piecewise polynomials on a uniform grid, an
appropriate Gauss quadrature rule to evaluate the integrals in the coefficient matrix
and the right-hand side, and a direct solver for the linear system. For the error
computation we use a higher order quadrature rule to evaluate the integrals. The
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reason for the higher order rule in the error computation is to make absolutely sure
that no error from the numerical integration contaminates the calculation of the
error. The computations are performed using h = 1/4,1/8,1/16, and 1/32 with
linear, quadratic and cubic elements; the L2 norm of the error in the unknown and
its derivative are computed for each grid.

For each example we are interested in calculating the numerical rate of con-
vergence and comparing it with the theoretical results. The errors for each grid
can be used to compute an approximate rate of convergence. For example, we
have ||u — uhH ~ Ch" where we expect r to approach some value as the grid size
decreases. If we have the error, E;, on two separate meshes then we have that
Ey = Chi and Ey =~ Chl where E; and E5 represent Hu — uhH on the grid with
mesh spacing ki and ho, respectively. If we solve for C' and set the two relationships
equal, we have E;/h] = E3/h} ; solving for r we obtain

B /E

We note that if the grid spacing is halved, i.e., ha = hy/2 then the error should be
approximately decreased by (%)T since Fy ~ (%)TEL This implies that if r = 1
the error is approximately halved when the grid spacing is halved; if the rate is two,
then the error is reduced by a factor of one-fourth when the grid spacing is halved,
etc.

Example 1.  We first consider the problem

—u" +7%u = 2zrlsinTz—2mcosmz for0<z <1

w(0) =u(l) = o, (7:35)

whose exact solution is given by u = xsinmx. Since our solution u(z) = xsinma possesses all
derivatives we expect the optimal rates of convergence; in particular if we use continuous, piecewise
linear polynomials then the rate r, calculated from (7.34), should approach two as h — 0 for the
Lo-norm of the error itself and approach one for the Lo norm of the derivative of the error. These
values for 7 are calculated in Table 7.2 along with the errors and rates using continuous, piecewise
quadratic and cubic polynomials; in the table we computed the rate using the errors at h = 1/4
and 1/8, at h = 1/8 and 1/16, and at h = 1/16 and h = 1/32. Note that, in fact, r — 1
for the error in the derivatives and » — 2 in the La-error as predicted when piecewise linear
polynomials are used; the optimal rates for quadratic and cubic polynomials are also obtained. In
these calculations we used a one-point Gauss rule for linear polynomials, a two-point Gauss rule
for quadratic polynomials, and a three-point Gauss rule for cubic polynomials. In Table 7.3 we
illustrate what happens if we use continuous quadratic polynomials using a one-point, a two-point
and a three-point Gauss quadrature rule. Note that the rates of convergence using a two-point
and a three-point rule are essentially the same, but when we use the one-point rule the results are
meaningless.

Example 2.  The next problem we want to consider is

—u" = —ala—1)z*"2 for0<z<1

w(©0) =u(l) = o0, (7.36)

where o > 0; the exact solution u is given by u(z) = z® — z. The results for various values
of « are presented in Table 7.4 using continuous, piecewise linear polynomials and a one-point
Gauss quadrature rule. Recall that the optimal rates in this case are O(h) in the L? norm of the
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Table 7.2: Numerical results for Example 7.2.7 using continuous, piecewise linear
polynomials.

pF h [(uw—u™)T], rate lu — ", rate
linear 1/4 | 0.47700 0.28823 x 107!
linear 1/8 | 0.23783 1.0041 || 0.69831 x 102 | 2.0459
linear 1/16 | 0.11885 1.0007 || 0.17313 x 1072 | 2.0120
linear 1/32 | 0.059416 1.0002 || 0.43199 x 103 | 2.0028
quadratic | 1/4 [ 0.49755x10~1 0.15707 x 102

quadratic | 1/8 | 0.12649x10~T | 1.9758 || 0.20227 x 10~ | 2.9570

quadratic | 1/16 | 0.31747x10=2 | 1.9940 | 0.25553 x 10~ | 2.9847

quadratic | 1/32 | 0.79445x10~3 | 1.9986 || 0.32031 x 10~ | 2.9960
cubic 1/4 ] 0.51665x10~2 0.10722 x 1073
cubic 1/8 [ 0.64425x1073 | 3.003 || 0.67724 x 10~° | 3.985
cubic 1/16 | 0.80496x10~% | 3.001 || 0.42465 x 10~° | 3.9953
cubic | 1/32 [ 0.10061x10~* | 3.000 || 0.26564 x 107 | 3.9987

derivatives and O(h?2) in the L2 norm of the function. Note that for o = 7/3 we get the optimal
rates of convergence. However, for a = 4/3 we have less than optimal rates and for o = 1/3 the
error in the derivative is almost constant and the rate in the La-norm of the error is less than one.
Of course, the reason for this is that when o = 3/2 the exact solution u = z*/3 — z does not
possess two continuous derivatives on [0,1] and when o = 1/3 the exact solution u = z1/3 —
does not possess even one derivative on [0, 1]. Thus the interpolation results (7.24) and (7.25) do
not hold and we can't expect to get optimal rates of convergence.

7.3 A two-point BVP with Neumann boundary data

In this section we consider the same prototype two point BVP as before but now
we impose Neumann boundary data instead of homogeneous Dirichlet data. In
particular we seek a function u(z) satisfying

_ 4 (p(@du) fg@u = f(z) for0<z<l
dx dx Z0) = 0 (7.37)
Z(1) = a.

As before, p and ¢ are bounded functions on [0, 1] satisfying 0 < pin < p(z) <
Dmaz but now we impose 0 < Gmin < ¢(2) < Gmas for all z € [0,1]. Again
if f,q € C[0,1] and p € C[0,1] the boundary value problem (7.37) possesses a
unique classical solution u(x) € C?%(0,1) which satisfies (7.37) for every x € [0, 1].
Note that here we require that ¢,,;, > 0 to guarantee a unique solution; this is
because if ¢ = 0 and w satisfies (7.37) then so does u + C for any constant C.

In this case we call our underlying finite element space V' because we have no
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Table 7.3: Numerical results for Example 7.2.7 using continuous, piecewise
quadratic polynomials with three different quadrature rules.
Gauss h [(w—u™)T], rate lu —u"], rate
Quadrature Rule
one-point 1/4 | 8.885 0.3904
one-point 1/8 | 18.073 0.3665
one-point 1/16 | 36.391 0.3603
one-point 1/32 | 72.775 0.3587
two-point 1/4 | 0.49755x1073 0.15707 x 10~4
two-point 1/8 | 0.12649x10=3 | 1.9758 | 0.20227 x 10~° | 2.9570
two-point 1/16 | 0.31747x10=% | 1.9940 || 0.25553 x 107° | 2.9847
two-point 1/32 [ 0.79445x107° | 1.9986 || 0.32031 x 10~ 7 | 2.9960
three-point 1/4 ] 0.49132x10~3 0.18665 x 10~2
three-point 1/8 0.12109x 1073 | 1.9620 || 0.24228 x 10~° | 2.9456
three-point 1/16 | 0.31724x10~% | 1.9911 || 0.30564 x 10~° | 2.9868
three-point 1/32 [ 0.79430x107° | 1.9978 | 0.38292 x 10~7 | 2.9967

boundary conditions to impose on the space. The weak formulation is

{ seek u € V satisfying
[ p(@)u! (@) (z) de + [ g(x)u(z)o(z) de = [ fode+ap(l)o(l) Yo eV,

(7.38)

Clearly, if u(x) satisfies the classical problem (7.37), then u(z) satisfies (7.38)

because

/01 f(x)v dx

/0 (—(p(a:)u’(x))’ + q(a:)u(x))v(x) dx

—pu’v|é+/0 p(x)u’ (x)v' () dm—i—/o q(x)u(z)v(z) dz
1
*p(l)ul(l)v(l)+p(0)u'(0)”(0)+/0 plx)u’ (x)v'(x) dﬂ?+/0

1

/ p(ay (2)'(z) di + / g(@)u(z)o(z) dz — ap(L)u(1),
0 0

where we have imposed the homogenous Neumann boundary condition «’(0) = 0
and the inhomogeneous condition u/(1) = «. Note that these boundary conditions
are not imposed on the space, but rather on the weak formulation; these are called

natural boundary conditions.

If we want to seek an approximation to u(x) in the space of continuous, piecewise
linear functions defined over the subdivision (7.14) then we cannot use the space
V' defined in (7.15) since this space was designed to approximate functions in V.

Instead we consider V" where

Vh = {p(z) € C[0,1],p(x) linear on (z;, ;1) for 0 <i < N}.

(7.39)

q(z)u(z)v(z) do
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Table 7.4: Numerical results for Example 7.2.7.

a h ||(u—uh)’H2 rate ||u—uhH2 rate
7/3 | 1/4 | 0.1747 0.17130 x 10T

7/3 | 1/8 | 0.08707 1.0046 || 0.33455 x 10=2 | 1.9726
7/3 | 1/16 | 0.04350 1.0012 || 0.84947 x 10~ | 1.0776
773 | 1/32 | 0.02174 1.0007 || 0.21495 x 103 | 1.9826
4/3 | 1/4 | 0.47700 0.28323 x 10!

4/3 | 1/8 | 0.23783 0.7690 || 0.69831 x 10~2 | 1.8705
4/3 [1/16 | 0.11885 0.7845 || 0.17313 x 102 | 1.8834
4/3 | 1/32 | 0.059416 0.7965 || 0.43199 x 10~3 | 1.8005
1/3 | 1/4 | 0.43332 0.14594

1/3 | 1/8 | 0.43938 0.10599 0.4615
1/3 | 1/16 | 0.46661 0.07922 0.4200
1/3 | 1/32 | 0.50890 0.06064 0.3857

Similar to the homogeneous Dirichlet case, it can be shown that VPisan N 42
dimensional subspace of V; a basis for V" is given by the standard “hat” functions
that we used for V' along with one defined at each endpoint. Specifically, we have
the functions v;, i =1,..., N 4 2 defined by

do(x) forj=1
Yi(r) = di-1(z) for2<i<N+1 (7.40)
ont1(x) forj=N+2

where ¢;(z), i =1,... N are given by (7.15) and

nor for0<z <z
do(@)={ n Szsm (7.41)
0 elsewhere
and
r—IN
forzy <z <1
¢N+1(-T) = hN+1 N === (742)
0 elsewhere .

The discrete weak problem is

seek u” € V" satisfying
Jo @)@ (@) (2) do + [y q(@)u(@)v"(z) do = [ fo" dz + ap(1)u" (1)
Vol e VI
(7.43)
As before, the problem of finding a u”* € V" which satisfies (7.43) reduces to solving
a linear system of equations; in this case the coefficient matrix has dimension N + 2
but is still tridiagonal when piecewise linear polynomials are used. In addition, we
can use the interpolation results given in Lemma 7.1 to get the identical optimal
error estimates as before.
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One purpose of the following computations is to demonstrate the difference in
satisfying a boundary condition by imposing it on the space (an essential boundary
condition) as the previous examples did and imposing a boundary condition weakly
through the weak formulation (a natural boundary condition).

Example 3.  We consider the problem

—u"" + 72w = 2zrlsinmz —2mcosmz for0 <z <1
u'(0) = 0 (7.44)
ul(l) = -,

whose exact solution is given by u = xsin7z. Note that this is the same differential equation
as in Example 7.2.7 but now we are imposing Neumann boundary conditions. Since our solution
u(z) = xsinwz is actually in C°°(0,1) we expect the optimal rates of convergence which we
can see are obtained from Table 7.5. The approximate solutions using uniform grids of h = %,
é and % along with the exact solution are plotted in Figure 7.5. Note that although our exact
solution is zero at the endpoints, our approximate solution is not because we imposed Neumann
boundary conditions. It is important to realize that the approximate solution does not satisfy the
exact derivative boundary condition because we have satisfied it weakly. This is analogous to
the finite difference case where we satisfy the Neumann boundary condition by approximating the
derivative by a difference quotient. In the last plot in Figure 7.5 we have blown up the approximate
solutions at the right end point which should have a slope of —m. The approximate derivative
at the right boundary is -1.994, -2.645, -2.917 and -3.036 for h = 1/4, 1/8, 1/16, and 1/32
respectively. These correspond to errors of 1.147, 0.4968, 0.2244 and 0.1055. As h — O the
derivative of the approximate solution at x = 1 approaches the exact value of — linearly; this is
expected because the rate of convergence in the L2 norm of the derivative is one. Note that this
is in contrast to Example 7.2.7 where our approximate solution exactly satisfied the homogeneous
Dirichlet boundary condition because we imposed it on our space.

Table 7.5: Numerical results for Example 7.3 using continuous, piecewise linear
polynomials.

h H(u—uh)/H2 rate Hu—uhH2 rate
1/4 0.48183 0.22942 x 10T
1/8 0.23838 1.0153 | 0.56235 x 10~2 || 2.0281
1/16 0.11892 1.0033 | 0.13988 x 10~2 || 2.0073
1/32 0.059425 1.0009 | 0.34924 x 10~2 [[ 2.0019
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exact solution h=0.25
0.5 —\\\ 0.5 -
0.4 ‘ 0.4
0.3 0.3
0.2 \ 0.2
0.1 \ 0.1 \

0.20.40.60.8 1 0.20.40.60.8 1

0.6 h=0.125% h=0.0625
0.5 ' 0.5 N\
0|4 004 “'.‘
0.3 \ 0.3 ‘
0.2 0.2 :
0.1 \ 0.1 \

" 0.20.40.60.8 1 0.20.40.60.8 1

0.750.80.850.90.95

Figure 7.5: Plots of the exact solution and three piecewise linear approximations.
The last plot gives a blow-up of the right endpoint demonstrating that the natural
boundary condition is only satisfied weakly.



Chapter

The Finite Element Method in

Higher Dimensions

8.1 Simple Examples on Rectangular Domains

We first consider simple elliptic boundary value problems in rectangular domains
in R? or R?; as before our prototype example is the Poisson equation. Similar to
our exposition of the two-point boundary value problem in the previous chapter we
consider the implementation of different boundary conditions for the Poisson equa-
tion. Much of this exposition is a straightforward extension of the results presented
in the previous chapter for the two-point boundary value problem. However, a few
important differences will be evident.

Because we first look at problems defined on rectangular domains we approxi-
mate the solution with finite elements spaces which are obtained by taking tensor
products of one-dimensional finite element spaces that we defined in the previous
chapter. Later in this chapter we will consider triangular elements which are useful
for problems defined over non-rectangular domains such as a polygonal region.

8.1.1 The Poisson equation with homogeneous Dirichlet
boundary data

We first consider the Poisson equation defined in a bounded domain in R? or R?
with homogeneous Dirichlet boundary data. We let x denote a point in R? or R3.
We let © be an open, connected, bounded set in R2 or R? and let T' denote its
boundary. At this point in our discussion of the finite element method, we only have
the background to use finite element spaces which are tensor products of the one
dimensional finite element spaces discussed in the last chapter. Consequently, when
we move to the discretization stage we require that €2 be a rectangular domain.
However, the weak formulations that we present hold for more general domains.

154
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Specifically we want to approximation w(x) which is the solution of the Poisson
equation
—Au(x) = f(x) forx e (8.1a)

u(x)=0 forxel, (8.1b)

where, as usual, Au = Uz + Uyy in R? or analogously Au = g, + Uyy + Uzz N
R3. It is well known that for sufficiently smooth T' there exists a unique classical
solution of (8.1).

In the sequel, we assume enough smoothness of the boundary so that the do-
main admits the application of the divergence theorem. Every polygonal domain
or a domain with a piecewise smooth boundary has sufficient smoothness for our
purposes.

We will make extensive use of Green's formula which is the analogue of the
integration by parts formula in higher dimensions and is derived from the divergence
theorem of vector calculus. Let n denote the unit outer normal to I" and let dS
denote the measure defined on the boundary and df2 the measure of volume. We
have that for v € C1(Q), w € C%(Q)

/vAwdQ:/v(n-Vw)—/VquUdQ
Q r Q

/ vAw dQ) = va—w - / Vw - Vv dQ. (8.2)
Q r on Q

or equivalently

8.1.2 Weak formulation

To define the weak formulation we first define the function space where we seek the
solution. As before, we impose the homogeneous Dirichlet boundary conditions by
constraining our space V'; in particular we have the space

Vo={veC Q) |v=00nT}.
The weak formulation which we consider is

seek u € Vj such that

/Vv~deQ:/fde Vo evp. (8:3)
Q Q

The solution u € Vj of (8.3) is called the weak solution of (8.1).
If u(x) satisfies the classical problem (8.1) then u(x) satisfies the weak formu-
lation (8.1) because

/fde = f/Aude Yo e Vp
Q Q

= /Vu-Vde—/a—uvdF
[¢) pan

= Vu - Vo dQ2
Q
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where we have used Green's formula (8.2) and imposed the fact that v = 0 on T..
The existence and uniqueness of a weak solution to (8.3) can be verified.

8.1.3 Approximation using bilinear functions

At present, we restrict the domain so that we can use rectangular elements; there-
fore, the finite element spaces can be constructed from the spaces used in the
previous chapter. As in the one-dimensional case, we must now choose a finite
dimensional subspace of V{*(£2) C V; in which to seek the approximate solution.
For the discrete problem we have

{ seek u" € VJ(Q) satisfying

I (Vul - Vo) dQ = [, foh d R € Vi (84)

To approximate our finite element solution we consider the concrete case where
Q is the (ay,b1) X (az,bs) in R? or (a1,by) x (az,bz) x (as3,b3) in R? We choose
the space V{*(€2) to be continuous, piecewise bilinear functions defined on Q C R?
or continuous, piecewise trilinear functions® for Q C R3. We formally construct
the bilinear basis functions; the trilinear basis functions are defined analogously. Let
N, M be positive integers and let h, = (b1 —a1)(/(N+1), hy = (bo—az)/(M+1)
and consider the subdivision of €2 into rectangles of size h, x h, where

r; =a1 +ihy, 0<i<N-+1, yj:CLQ—thy,OSjSM-i-l.

Let ¢;(x), 1 < i < N represent the standard “hat” piecewise linear basis
functions in x and let ¢,(y), 1 < j < M, be similarly defined i.e.,

% forz; 1 <z <uw y_h¢ foryj1 <y <wy;
x Y
di(x) = %*}17_30 forz; <z < 251 o;(y) = yﬁ;i_y fory; <y <yj+1
T Yy
0 elsewhere 0 elsewhere.

On Q= (0,1) x (0,1) we now define the NM bilinear functions
$ij(x,y) = ¢i(2)¢;(y) for 1<i< N, 1<j<M. (8.5)

We easily see that ¢;;(x;,y;) = 1 and ¢;;(zk, ) = 0 for k # ¢ or [ # j . Also
¢ij(x,y) is zero outside of [(i —1)hy, (i4+1)hy] X [(j —1)hy, (j+1)hy]. The support
of ¢;;(z,y) is illustrated in Figure 8.1 and the shape of a specific bilinear function
¢2,3 which is one at node (z3,y3) is given in Figure 8.2.

For 2 the unit square, we choose V' (Q2) = VJ*(0,1) ® V§(0, 1) to be the tensor
product of the subspaces V{*(0,1) (one each in the z— and y— directions) of one-
dimensional piecewise linear, continuous functions which vanish at zero and one.

LA bilinear or trilinear function is a function which is linear with respect to its variables
because if we hold one variable fixed, it is linear in the other; for example f(z,y) = zy is a
bilinear function but f(z,y) = x2y is not.



CHAPTER 8. THE FINITE ELEMENT METHOD IN HIGHER DIMENSIONS157

YM 4+

Yj

Yj+1

Y2

1

To Ty T2 % h ITN+1
T

Figure 8.1: Grid on a unit square with support of basis function ¢;;(z,y) indicated.

Figure 8.2: Support of bilinear basis function ¢ 3.

V() consists of all functions v(z,y) on (0,1) x (0,1) of the form

N M N M
v(z,y) = Z Zcij¢i($)¢j(y) = Z Zcijszj(m,y) . (8.6)

=1 j=1 i=1 j=1
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Note that the general form of a bilinear function in R? is ag + a12 + a2y + aszy
compared with a linear function in two variables which has the general form ag +
arr+azy. Clearly VJ*(€2) is the space of all continuous, piecewise bilinear functions
(with respect to the given subdivision) which vanish on the sides of the unit square.
Also, every piecewise bilinear function f(x,y) can be written in the form (8.6) with
¢ij = f(zy,y;); i.e., it is a linear combination of the P = NM linearly independent
functions ¢;;(x,y). VJ(2) is an P-dimensional subspace of Vp; note that for
M = N, Voh is an N2 dimensional subspace whereas in one dimension, it was an
N dimensional subspace. Of course this affects the size of our resulting matrix
problem. However, this was the same increase that we saw using the FD method.

From previous discussions we know that once a basis is chosen for the approxi-
mating subspace, the discrete problem can be written as a linear system of equations.
To investigate the structure of the coefficient matrix for our choice of bilinear basis
functions, we let the basis functions ¢;;(, y) for VJ*(Q) be rewritten in single index
notation; for simplicity of exposition we choose M = N. We have

(W, )4y = {ou (Y, .

For example, for 1 < k < N o = ¢p1; for 1 < k < N Yy = ¢ro; etc. Our
discrete weak formulation (8.4) is equivalent to seeking u” € Voh satisfying

/VuhvwidQ:/fwidQ for 1 <i< N2,
Q Q

2
We now let u" = Zjvzl cjv; and substitute into the above expression. The result

is a linear system of N2 equations in the N2 unknowns {cj}j»vjl; ie., Ac = f
where ¢ = (cq, ... 7CN2)T, Fi= fﬂ f; dQ and Aij = A(lb“’(/)J) Note that with
the numbering scheme we are using for the basis functions, we are numbering our
unknowns which correspond to the coefficients c; across rows. Because we have
assumed the same number of points in the z and y directions we could have easily
numbered them along columns of the grid.

To determine the structure of the resulting matrix we consider the ith row of
the matrix and decide how many nonzero entries are in the row. Because we know
the matrix is symmetric, we only consider terms above the diagonal. Clearly there
can be nonzero entries in columns 7 and 7 + 1. The next nonzero entries occur for
unknowns corresponding to basis functions in the next row of the grid. Specifically
we can have nonzero entries in columns i+ N —1, i+ N and i + N + 1 where N is
the number of unknowns across the row. The coefficient matrix A is an N2 x N2
symmetric, positive definite matrix which has a block tridiagonal structure of the
form

Ay A1 O 0
A1 A() A1 o --- 0
0 -~ 0 A Ay A

o - 0 Ay Ao
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where Ag and A; are N x N tridiagonal matrices. A matrix of this form can be
solved efficiently by a banded Cholesky algorithm, a block tridiagonal solver or an
iterative solver.

Error estimates

One can prove error estimates in an analogous manner to the one-dimensional case.
Specifically one demonstrates that

HV(u—uh)-V(u—uh)Hzé inf ||V(U—Xh)||2

X he Voh

We then use results from interpolation theory to bound the error in the derivative
of (u(x) —u"(x)). We state the results here for bilinear elements for completeness.

Lemma 8.1. Let v € C?(2). Then if I"v is the interpolant of v in V*(Q), the
space of continuous, piecewise bilinear functions, then there exist constants Cj,
1 = 1,2 independent of v and h such that

||U—Ith0 < C1R? |||, (8.8)

and
v - Ih'le < Coh|vll, . (8.9)

Theorem 8.1. Let u € C%(Q) N Vy be the solution of (8.3) where Q = (0,1) x
(0,1). Let VJ*(Q2) be the space of piecewise bilinear functions which vanish on T'
and let u" be the Galerkin approximation to u in VJ'(Q2) defined by (8.4). Then

HV(u—uh)H2 < Ch|ull, (8.10)

and
Hu—uhH2 < Ch? ||ull, (8.11)

for some constants C' independent of h and w.

8.1.4 Higher order elements

Our discussion of approximating the problem (8.1) posed on 2 = (0,1) x (0,1)
has so far included only piecewise bilinear function spaces. Of course, we can also
use tensor products of higher order spaces such as the quadratic or cubic functions
in one space dimension. Note that a general biquadratic function has the form
ap + a1 + a2y + asry + asx? + asy? + agx’y + arxy® + agr?y? compared with a
general quadratic function in two dimensions which has the form ag + a1z + asy +
aszy + asx® +asy?. As in the one-dimensional case, for a smooth enough solution,
these spaces yield higher rates of convergence then that achieved with piecewise
bilinear approximations. The construction of the basis functions in two or three
dimensions is done analogous to the piecewise bilinear case; the details are left to
the exercises.
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8.1.5 Numerical quadrature

Once again, the entries in the matrix and right-hand side of our linear system are
calculated using a numerical quadrature rule which has the form

o f(x) dQ ~ Z flai)ws,

where the points q; are the quadrature points and w; are the quadrature weights.
Because we are using rectangular elements with basis functions obtained by taking
the tensor product of one-dimensional basis functions, the most straightforward
approach is to use tensor products of the quadrature rules in one spatial dimension.
Typically, we use the same quadrature rule in each spatial dimension. For example,

if we have the rule .
[ @) aa =3 flaws

then we can write
b pd b
[ ] few e [ (3 feaau) = 35 fa g

In one dimension we employed the Gauss-Legendre quadrature rules on [—1,1]. If
we take the tensor products of a p-point Gauss rule in each direction then we would
have one point for the tensor product of the one-point rule, four points for the tensor
product of the two-point rule, nine points for the tensor product of the three-point
rule, etc. The quadrature points in two dimensions formed by the tensor product
of one-point through three-point Gauss quadrature rules are described in Table 8.1.
Note that in three dimensions we have 1, 8, and 27 quadrature points for tensor
products of these three quadrature rules. To apply these rules to an integral over an
arbitrary rectangular domain, we must perform a change of variables in both the =
and y directions analogous to the one-dimensional case. For our example, if we are
using bilinear or trilinear elements, then the tensor product of the one-point Gauss
rule is adequate; for biquadratics or triquadratics we need to use the tensor product
of the two-point Gauss rule.

8.1.6 The Poisson equation with Neumann boundary data

In this section we consider solving Poisson's equation on an open, bounded domain
in R? or R3 where we specify Neumann data on a portion of the boundary and
Dirichlet data on the remainder of the boundary. In particular, we seek a function
u satisfying

—Au(x) = f(x) forxe
ux) = 0 forxely (8.12)
Ou (x) = g(x) forxeTls,

on



CHAPTER 8. THE FINITE ELEMENT METHOD IN HIGHER DIMENSIONS161

1-D rule # points in R? points ¢; & weights w;
. 1 point Gauss 1 g1 =(0,0) wy =4
2 point Gauss 4 ¢ = %{(—1,—1),(1,—1),(—1,1),(1,1)
w; = 1
* e 3 point Gauss 9 q; = \/%{(_17_1)?(07_1)?(17_1)?(_1a0)7
((0,0),(1,0), (~1,1), (0, 1), (1,1) }
w; = g:{25,40,25,40, 64, 40,25, 40,25 }

Table 8.1: Tensor product of Gauss quadrature rules in two dimensions

where T'y UTy, = T, Ty N Ty is not empty and Ju/On denotes the directional
derivative of w in the direction of the unit outward normal n to the boundary of
the domain. We note that if I'; is the entire boundary I" then we have the purely
Dirichlet problem discussed in Section (8.1.1); in the case I is the entire boundary
we have a purely Neumann problem. As expected, in the latter case the problem
does not have a unique solution. It is well known that for sufficiently smooth
boundary there exists a unique classical solution of (8.12).

8.1.7 Weak Formulation

For this problem we define Vj as
Vo={ueCYQ)|u=0o0nT;}. (8.13)

Our weak formulation is

{ seek u € Vj satisfying (8.14)

Jo Vu-VudQ = [, fvdQ+ [; gvds YoevV,.

If u is a solution of the classical problem (8.12) then by Green's theorem w satisfies

/fde:— Auv dQ = Vu-Vov— a—l_{vds
Q Q Q r On

/VU'VU* a—l_{vds—/ a—gvds
Q Flan FZ&’I’L

/Vu~Vv—/ g(x)vds Vv eV,
Q 2



CHAPTER 8. THE FINITE ELEMENT METHOD IN HIGHER DIMENSIONS162

where we have used the fact that the boundary integral over I'; is zero since v € VO
and for the boundary integral over I's we have used Ou/07 = g(x). In this problem
the Dirichlet boundary condition on I'; is essential whereas the Neumann boundary
condition on T’y is natural. It's interesting to compare the weak formulation (8.14)
with the analogous weak formulation for the two-point boundary value problem. In
the one-dimensional case, we simply have the value of the derivative at a point times
the test function at the same point. In two spatial dimensions with inhomogeneous
Neumann boundary conditions we have a line integral on the right-hand side of
the weak form and in three spatial dimensions we have a surface integral. This
complicates the implementation of the method but it is straightforward; for example,
for  C R? we have a line integral on the boundary which can be approximated
using a Gauss quadrature rule. The existence and uniqueness of a solution to (8.14)
is demonstrated in an analogous manner to the purely Dirichlet problem discussed
in Section 8.1.1.

8.1.8 Approximation using bilinear functions

As a concrete example we once again take = (0,1) x (0, 1); we choose I'; to be
the top and bottom portions of the boundary, i.e., when y = 0 and y = 1; '3 is the
remainder of the boundary. We subdivide our domain into rectangles of size h x h
where h = 1/(N + 1), z; = ih, y; = jh, i,5 =0,...,N + 1. If we approximate
using continuous, piecewise bilinear functions as in Section 8.1.1, then we seek our
solution in the space V' which is the space of all continuous, piecewise bilinear
functions on €2 which are zero at y = 0 and y = 1. In the z-direction we have
the N + 2 basis functions ¢;(z), i = 0,1,..., N + 1 and N basis functions in the
y-direction ¢;(y), = 1,...,N. In this case we have the N (N +2) basis functions
¢;j(x, y) which are the tensor products of the one-dimensional basis functions. The
basic structure of the matrix is the same as in the previous example. Optimal error
estimates are derived in a completely analogous manner to the previous section.

We note that if we attempt to discretize the purely Neumann problem, i.e.,
when T’y = T, then the resulting (N + 2)? matrix would be singular. This is to
be expected because we could not prove uniqueness of the solution to the weak
problem. A unique solution to the system can be found by imposing an additional
condition on u” such as specifying u" at one point or requiring the solution to have
zero mean, i.e., [, udQ =0.

8.1.9 A Neumann problem for the Helmholtz equation

We have seen that the purely Neumann problem for Poisson’s equation; i.e., when
I'; = T, does not have a unique solution and if we attempt to discretize then we
have a singular matrix. If, however, we consider the Neumann problem for the
Helmholtz equation

—Au+c®u = f inQ
ou

ain = 0 onl
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then the problem possesses a unique solution for u € C? and sufficiently smooth
boundary. In this case the weak formulation is to find w € V such that

/(Vu-Vu—i—uv)dQ:/fde YoeV.
Q Q

The discrete weak form is defined in an analogous manner.

8.2 Computational examples

Before looking at a specific example, we first compare the number of nodes, the
number of unknowns, and the number of quadrature points required to approximate
the solution of the problem —Awu + u = f with homogeneous, Neumann boundary
conditions in one, two and three dimensions. Note that in this purely Neumann
problem the number of unknowns is the same as the number of nodes. Specifically
we compare the number of unknowns for various values of h for linear, bilinear and
trilinear elements as well as for tensor products of quadratic and cubic spaces. We
also provide the minimum number of quadrature points that are used in each case.
Recall that the number of unknowns corresponds to the size of the matrix and the
number of quadrature points influences the amount of work required to compute
the entries in the matrix and right-hand sides. In all cases we assume a uniform
grid with spacing h in each dimension. The “curse of dimensionality” can clearly
be seen from Table 8.2.

Number of unknowns Number of

h=0.1 h =0.01 h =0.001 || quadrature pts.
linear 11 101 1001 1
bilinear 121 10,201 | 1.030x106 1
trilinear 1331 | 1.030x10° | 1.003x10° 1
quadratic 21 201 2001 2
biquadratic 441 40,401 | 4.004x10° 4
triquadratic 9261 | 8.121x10° | 8.012x10° 8
cubic 31 301 3001 3
bicubic 961 90,601 | 9.006x106 9
tricubic 29,791 | 2.727x107 | 2.703x10%0 27

Table 8.2: Comparison of number of unknowns for solving a problem on a domain
(0,1)™, n = 1,2,3 using tensor products of one-dimensional elements.

We now turn to providing some numerical results for the specific problem

—u(z) =

u =

(2% + y?) sin(z,y) V(z,y) € Q

sin(zy) onT (8.15)

where Q = {(z,y) |0 <2z <3, 0<y <3} The exact solution to this problem
is u(z,y) = sin(zy) whose solution is plotted in Figure 8.3 along with a contour
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plot of the solution. Note that we are imposing inhomogeneous Dirichlet boundary
conditions in this example. The results presented here use bilinear and biquadratic
elements on a uniform grid of size h in each dimension; for the quadrature rule we use
the tensor product of the one point Gauss rule for bilinears and the tensor product
of the two point Gauss rule for biquadratics. As usual, a higher order quadrature
rule is used to calculate the error. The numerical rates of convergence are obtained
in the same manner as before. The results are presented in Table 8.3 and some
results are plotted for the bilinear case in Figure 8.4. Note that as expected, the
optimal rates of convergence are obtained.

0
0 0.511.52 2.5 3

Figure 8.3: Exact solution

Table 8.3: Numerical results for (8.15) using bilinear and biquadratic elements.

element h No. of ||u —uP ||1 rate Hu — uhHO rate
unknowns

bilinear 1/4 144 | 0.87717 0.76184 x 10T

bilinear 1/8 529 | 0.0.43836 1.0007 || 0.19185 x 10T | 1.9895

bilinear 1/16 2209 | 0.21916 1.0001 || 0.48051 x 102 | 1.9973

bilinear 1/32 9216 | 0.0.10958 1.0000 || 0.12018 x 10~ | 1.9994
biquadratic | 1/4 529 | 0.70737x 1071 0.22488 x 1072
biquadratic | 1/8 2209 | 0.17673x10~ ' | 1.9758 || 0.28399 x 10—3 | 2.9853
biquadratic | 1/16 9025 | 0.44175%x1072 | 1.9940 || 0.35604 x 10~% | 2.9957
biquadratic | 1/32 36,491 | 0.11043x10~2 | 1.9986 || 0.44539 x 10—° | 2.9990

8.3 Finite Element Spaces

One of the advantages of the finite element method is that it can be used with
relative ease to find approximations to solutions of differential equations on general
domains. So far we have only considered approximating in one dimension or in higher
dimensions using rectangular elements. Our goal now is to present some examples
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h=0.125

Figure 8.4: Approximations to Problem (8.15) using h = 1/4 and h = 1/8.

of commonly used elements. When we have a domain with curved boundaries there
are special elements called isoparametric elements; however we will not discuss
those here.

To precisely describe a particular finite element, it is not enough to give the
geometric figure, e.g., a triangle, rectangle, etc. One must also specify the de-
gree of polynomial that is used. Does describing these two pieces of information
uniquely determine the choice? In fact, no. For example, in R! using an interval
as the geometric element and specifying a cubic polynomial on each interval does
not completely describe the finite element because we can determine the cubic by
function values at four points or by function and derivative values at two points;
the latter is called a Hermite cubic. Consequently, three pieces of information must
be provided to give an adequate description of a finite element; we must specify

(i) the geometric element,
(i) the degree of polynomial, and
(iii) the degrees of freedom which are used to uniquely determine the polynomial.

Once we have chosen a particular finite element, we subdivide the domain into a
finite number of geometric elements; this meshing must be “admissible”, i.e., satisfy
certain properties. We want to construct a finite element space over this mesh which
possesses specific properties. A basic property which we said is a distinguishing
feature of the finite element method is that we use a piecewise polynomial which is
a kth degree polynomial when restricted to the specific element. For second order
differential equations this piecewise polynomial has to be continuous but for fourth
order problems more smoothness is required; this is why fourth order problems are
typically written as a system of second order equations. Also, for the finite element
method to be computationally efficient we must be able to construct a basis which
has small support. Before addressing some of these issues we consider the admissible
“triangulations” of a domain.
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8.3.1 Admissible triangulations

Once a specific geometric element is chosen, we subdivide the domain €2 into a finite
number of individual subsets or geometric elements. We will use the terminology
triangulation to refer to a subdivision of 2 even if the specific geometric element
is not a triangle. The subsets form a triangulation of 2, denoted T", which must
satisfy certain properties. Some of these properties are obvious, such as the fact
that their union is Q (the domain including the boundary), while others may not be
as obvious. For example, we must add a condition which guarantees there are no
“hanging nodes” as indicated in Figure 8.5.

Figure 8.5: Inadmissible triangulation due to “hanging node”

Definition 1. A subdivision 7" of Q into subsets {KC1,Ka,...,Kp} is an ad-
missible triangulation of ) if it satisfies the following properties:

(i) @ = Uil K5

(i) for each j, j = 1,2,..., M, the set K, is closed and the interior of IC; is
non-empty;

(iii) for each K;, j =1,2,..., M, the boundary OK; is Lipschitz continuous? ;

(iv) if the intersection of two elements /C; and /C; is nonempty then the intersection
must be a common vertex of the elements if the intersection is a single point;
otherwise the intersection must be an entire edge or face common to both K,
and K;.

See Figure 8.5 for an example of a triangulation which does not satisfy condition
(iii).
The penultimate condition in Definition 8.3.1 allows the application of Green's
formula over each element.

The parameter h in the triangulation 77 is related to the size of the geometric
elements and generally gives a measure of the coarseness or fineness of the mesh. It

2A domain in Euclidean space with Lipschitz boundary is one whose boundary is “suffi-
ciently regular”. Formally, this means that the boundary can be written as, e.g., z = f(z,y)
where f is Lipschitz continuous.



CHAPTER 8. THE FINITE ELEMENT METHOD IN HIGHER DIMENSIONS167

is usually taken to be the diameter of the largest element. If we have a mesh where
all the geometric elements are congruent, then the triangulation is uniform if all
the elements are the same size; otherwise the triangulation is called nonuniform.

8.4 Examples of finite elements

In R? the common choices for a geometric element are a triangle and a quadrilateral.
If the domain is polygonal and not rectangular, then triangular elements are needed
to discretize. In R3 the commonly used elements are tetrahedra, prisms and cubes
or bricks. In this section we look at some of the more commonly used triangular
elements and their variants.

We have seen that to completely specify a finite element, it is not enough to
just choose a geometric element. We must also specify the degree of polynomial on
the element and the degrees of freedom which uniquely determine the polynomial.
To use the element we must also specify a basis which has small support. We saw
that for rectangular elements we could simply use tensor products of the basis in
one-dimension. For triangles or tetrahedra, this approach does not work.

8.4.1 Simplices

To gain insight into how finite element families are defined we look at a particular
example called simplices which are line segments in R?, triangles in R? or tetrahedra
in R3. Formally, we define an n-simplez in the following way.

Definition 2. Let 2z, K = 1,...,n+ 1, denote n 4+ 1 points in R™. The in-
tersection of all convex sets 3 containing these n + 1 points, the containing zg,
k=1,...,n+1, is called an n-simplex and the points zx, k =1,...,n+ 1, are
called the vertices of the n-simplex.

For example, for n = 1 we specify two points {z1, 22} and a l-simplex is an
interval with the endpoints z1, 2o where we require z;1 # z. For n = 2 we
specify three points {z1, 22,23} and a 2-simplex is simply a triangle with vertices
(%iy52iy), © = 1,2, 3, provided the three points are not collinear. To enforce the
non-collinearity of the points, we require that the matrix

is nonsingular. Note that the magnitude of the determinant of this matrix is just
the area of the parallelogram formed by the vectors z; — 21 and 23 — z;. For n =3,
we specify four points {z1, 22, 23,24} and a 3-simplex is just a tetrahedron with

3Recall that a set S is convex if given any two points = and y in S then the line segment
joining x and y lies entirely in S.
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Figure 8.6: n-simplicies of type(1)

o—
interval
- tetrahedron
triangle
vertices z;, © = 1,...,4, provided the four points are not coplanar, i.e., provided

the matrix
Rl B2y A3y R4
212 2’22 232 242
214 224 233 244
1 1 1 1

is nonsingular. Note that the magnitude of the determinant of this matrix is the
volume of the parallelepiped formed by the vectors z; — 21, ¢ = 2, 3, 4.

We have seen how to construct a basis in one dimension so that it is nodal
(i.e., zero at all nodes except one where it takes on the value of one) and thus it
is nonzero over a large portion of the domain. This property resulted in a sparse
banded matrix equation to solve. In addition, in one dimension we had an explicit
formula for our basis. We now want to see how we can construct a nodal basis in
R2.

Constructing a nodal basis

We will only consider the case of triangles in R? but the results easily generalize
to R?. Suppose that we are given a set of three points z1, z3, z3 which are not
collinear so they defined a triangle. Suppose further that we want to construct a
linear function p(x,y) = ag + a1z + azy which is one at vertex z; and zero at the
other two vertices. To simplify the exposition assume that z; = (0,0), z2 = (1,0)
and z3 = (1,1). In this case we have to solve the system of equations

p((0,0)) =ag+a;-0+ax-0 = 1
p((1,0)) =ap+ar-1+ax-0 = 0
p((L1) =ag+ar-14a-1 = 0
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which gives the polynomial 1 — z. Similarly the linear polynomial that is one at z,
and zero at the other two nodes satisfies the system

p((0,0)) =ap+a1-0+az-0 = 0
p((1,0))=ap+a;-1+ax-0 = 1
p((1,1)=ap+a1-1+az-1 = 0

so it is given by x — y. The polynomial that is one at z3 and zero at the other two
nodes satisfies the system

p((0,0)) =ap+a1-0+ax-0 = 0
p((1,0)) =ap+a1-1+az-0 = 0
p((l,l)):ao+a1'1+a2~l = 1

so it is just y. So on our specific triangle we have three linear polynomials, 1—x, z—y
and y which any polynomial ag + a1x + asy can be written as a linear combination
of these three polynomials. For example, 3 — 2z +4y = 3(1 —z) + 1(z —y) + 5(y).
The polynomials are linearly independent and span the space of all linear functions
defined over our given triangle.

If we have a general triangle then we would have to solve a 3 x 3 system of
equations to determine the basis function. However, if we take this approach then
when we define a quadratic on our triangle, then we have a 6 x 6 system to solve.
There are two approaches to avoid this problem. One is to determine formulas for
the basis functions on a reference element such as the triangle we chose. Then
we map these basis functions into the desired triangle much like we map our Gauss
quadrature formulas defined on [—1, 1] into our desired interval of integration. The
other approach is to use something called barycentric coordinates which were first
defined by Mobius in 1827. We know that if we are given a frame in R", then
we can define a local coordinate system with respect to the frame;e.g., Cartesian
coordinates. If we are given a set of n 4+ 1 points in R™ then we can also define a
local coordinate system with respect to these points; such coordinate systems are
called barycentric coordinates. These allow the calculation of higher order basis
functions defined on a triangle by solving a 3 x 3 system of equations. We will not
go into the details here.

In general, one can demonstrate rigorously that a linear function defined on a
triangle can be uniquely determined by its values at the vertices of the triangle. In
R3 a linear function on a tetrahedron can be uniquely determined by its values at
the four vertices.

What do we do if we want to use higher degree polynomials? If we want to
define a quadratic polynomial ag + a1 + agy + asx? + a4y + asxy on a triangle
then we have six degrees of freedom ay, . .., as so we need to specify six conditions.
We use the three vertices of the triangle and to get three additional conditions we
choose the midpoints of the side of the triangle. Likewise for a cubic we have an
additional four degrees of freedom so that we need to specify ten nodes. We choose
the vertices, two points on each side of the triangle and an additional one at the
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barycenter of the triangle. These nodes are illustrated in Figure 8.7. So for linear
polynomials on a triangle we have three nodes, for quadratics on a triangle we have
six nodes and for cubics on a triangle we have ten nodes. Recall that as we increase
the number of nodes we increase the size of the resulting system of equations.

AN

Figure 8.7: From left to right: three node linear triangle; six node quadratic
triangle; ten node cubic triangle

All of the finite element spaces we have defined so far are called Lagrangian
elements because they use the value at the nodes as constraints. We can also use
derivative values as constraints; these are typically called Hermite elements. The
interested reader is referred to a standard text in FEM for details.

8.4.2 Quadrature rules on triangles

When we used rectangular elements we were able to choose our quadrature rules as
tensor products of Gauss quadrature rules in one dimension. However, on triangles
we can no longer do this. If one uses continuous piecewise linear functions defined
over triangles than the quadrature rule

/T oz ) dudy ~ g(my)area(T)

is adequate for the assembly of the matrix and right hand side. Here my represents
the barycenter of the triangle we are integrating over.

If we are using continuous piecewise quadratic functions defined over triangles
then we must use a three point rule

/Tg(%y) drdy ~ % 9(z12) + g(z23) + g(z?,l)]area(T)

where z;; represents the midpoint of the side of the triangle with vertices z; and z;.
Higher accurate rules can be found in standard texts on finite element methods.



