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ABSTRACT

W ith the development of more powerful computers, the numerical solution of 

partial differential equations has become a very active area of research in numerical 

analysis and scientific computing. The finite element method (FEM) is one of the 

most popular methods.

In the first part of this dissertation, we investigated the usage of FEM for the 

singularly perturbed problems (SPP). It is known that the classical FEM can not 

achieve global uniform convergence for general SPP, where the error estimate is 

independent of the perturbation parameter. In this work, we proposed a systematical 

technique for constructing global uniformly convergent finite element schemes on 

some piecewise uniform meshes to solve singularly perturbed elliptic problems in two 

space dimensions. Four model problems were considered, i.e., an anisotropic model, 

the reaction-diffusion model, the convection-diffusion model and a two-parameter 

model. Extensive numerical results are provided supporting our theoretical analysis, 

thus answering some open problems posed by Roos et al. in [1, p.278] and [2].

In the second part of the dissertation, we used FEM to simulate the more prac­

tical shallow-water equations. Here we implemented a Taylor-Galerkin FEM for a 

breaking dam model. For numerical comparison, the MacCormack scheme was also 

implemented.

[1] H.-G. Roos, M. Stynes and L. Tobiska, Numerical Methods for Singularly 

Perturbed Differential Equations (Springer-Verlag, Berlin, 1996).

[2] H.-G. Roos, Layer-adapted grids for singular perturbation problems, Z. 

Angew. Math. Mech. (to appear in 1998).

xv
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CHAPTER 1 

INTRODUCTION

1.1 Motivation

Perturbations that occur in different problems can be formally divided into two 

classes: r e g u la r  p e r t u r b a t i o n s  and s i n g u la r  p e r t u r b a t i o n s .  Consider two equations:

Equation Ac : L qU =  /o

Equation A e : L 0u + eL\U =  /o  +  efi-

Here L 0 and Li are given operators, /o and f i  are known functions, 0 < e 1 is a 

small perturbation parameter, u is the unknown function of the independent variable 

x. The terms eLiU and s f i  represent perturbations. Denote the solution of A0 by 

u q ( x ) ,  and the solution of Ae by u e ( x )  for x  € D, where D is the problem domain.

The problem Ae is called regularly perturbed in the domain D if

sup ||ue(a;) -  u o (x ) || —> 0 when e —► 0.
D

Otherwise, the problem A^ is called singularly perturbed.

Singularly perturbed problems (SPP) appear in many branches of applied math­

ematics. They are often used as mathematical models describing processes in fluid 

mechanics [60, 128], chemical kinetics [129, 84], biochemical kinetics [76, Ch.10] and 

system control [77, 88, 13, 67, 65]. Such problems arise naturally when there are 

sudden transitions from certain physical characteristics to  others. These transitions 

can occur either inside a very thin layer near the boundary or inside the problem 

domain. Such a  thin layer is called the boundary layer or internal layer. These layers

1
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make the problem very difficult to solve numerically. An extensively discussed model 

in fluid mechanics is the so-called ’’convection dominated” problem [22, 135, 57]:

- V ' s V u  + c - V u  + au  =  /  in C lC R 2 ( l.l)

u =  0 on dQ, (1.2)

where the diffusion coefficient e is assumed to be very small in comparison with the 

other coefficients and 0. Corresponding to c =  0 is the so-called reaction-diffusion

model. But ” even if  c =  0, the fact that e can be very small in comparison with o

leads to notorious computational difficulties [95, pp.310]. As Morton pointed in the 

preface of his book [86]: ” Accurate modelling of the interaction between convective 

and diffusive processes is the most ubiquitous and challenging task in the numerical 

approximation of partial differential equations. This is partly because o f the problems 

themselves, their great variety and widespread occurrence, as well as their close as­

sociation with singular perturbation problems and boundary layer theory. I t  is also 

due to the fact that numerical algorithms, and the techniques used for their analysis, 

tend to be very different in the two limiting cases of elliptic and hyperbolic equa­

tions.” Starting in early seventies, a  sizable amount of work has been carried out 

using methods, such as finite difference methods (FDM) [1, 97,14, 33, 38, 44, 66, 85], 

spectral methods [6, 40, 42, 43, 127], finite volume methods (FVM) [86, 56], finite 

element methods (FEM) [2, 3, 26, 29, 53, 57, 110], to name but a few. However a 

large number of unsolved problems still remains to be addressed, which keeps the 

investigation in this area still very active in both analytic [96, 64, 87, 81, 129] and 

numerical methods [82, 83, 85, 86,110, 33]. In this work, we will focus only on FEM.

It is well known [58] that the standard FEM generally have the following global 

error estimates

l l l« -  ttfcllln <

2
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where H n(Q,) denotes the usual Sobolev space [16] with norm || • and ||| • |||n

denotes an energy norm on Q. But usually the solution u of SPP satisfies ||u||jfn(n) < 

Ce~k, where k is some positive integer. Hence to ensure global convergence, the 

mesh size h must be less than or equal to ep, where p is a positive number,which 

is impossible in practice, since e can be as small as 10“ 10. Hence many researchers 

switched their focus to local error estimates [59, 133, 136, 93]. But globed uniformly 

convergent (GUC) methods, where the error between the original continuous solution 

u and the computed FEM solution Uh satisfies:

for some positive constant C, that is independent of both e and of the mesh size , are 

still very fascinating. The first GUC finite element scheme was obtained by Stynes 

and O’Riordan by using the exponential fitted FEM [122]. Some other variants of 

exponential fitted FEM were explored in [108, 3]. However they are complicated 

to use and have a very low convergence rate, which is \\u — u/,||£ < c/i1/2 for the 

convection-diffusion model (see Chapter 4), where 11 • 11£ is a variant of an energy norm. 

Another type of uniform convergence was achieved for the linear reaction-diffusion 

model (see Chapter 3) in one and two space dimensions by using hp FEM [114]. This 

method is also very complicated and its generalizations are still under development. 

Recently, almost optimal uniform convergence results were achieved by FEM on some 

specially designed piecewise uniform meshes, which were introduced by Shishkin 

[117,118]. Such Shishkin type mesh specifies a  fine uniform mesh inside part but not 

all of the boundary layer and coarse uniform mesh elsewhere a priori, yet it still yields 

global convergence that is uniform in e. Such a mesh is very easy to implement, but 

the aforementioned studies were restricted mostly to one space dimension problems. 

As Roos et al. pointed out [108, pp. 717]: ” These meshes work well for a wide range 

of one-dimensional problems. In two or more dimensions, however, the analysis of

3
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finite element methods on Shishkin meshes is an open question-”. See also Roos 

et al. [110, pp.278]: ”Finite element methods that use Shishkin meshes in two or 

more dimensions have not been explored in the literature.” The first part of this 

dissertation (Chapters 2-6) presents results of our research investigations in this 

area. By using delicate asymptotic expansions and FEM analysis, we proposed a 

general technique for constructing a GUC finite element scheme for solving SPP 

in two space dimensions, thus answering part of Roos et a/.’s open problems. To 

illustrate our systematised technique, four model problems were investigated, i.e., 

the anisotropic model (Chapter 2), the reaction-diffusion model (Chapters 3 and 6), 

the convection-diffusion model (Chapter 4) and the two-parameter model (Chapter 

5). During the writing of this work, some additional research advances were obtained 

[123, 105], however many open problems still remain in this exciting area, details of 

which can be found in the most recent survey by Roos [105].

In the second part of this work, we switched our interest to the shallow-water 

equations (SWE), which describe many practical models in hydraulic engineering, 

meteorology and oceanographic problems. Even though a large amount of work was 

carried out for meteorological and oceanographic problems using FEM[89, 90, 91, 92, 

135], little work in FEM has been carried out in hydraulic engineering[25, Ch. 16]. 

Here we attempted to solve a hypothetical breaking dam problem described by SWE 

by using a Taylor-Galerkin FEM and MacCormack finite difference scheme.

1.2 Outline

Chapters 2-6 constitute the first part of the dissertation. Starting with Chapter 

2, we investigated an anisotropic model problem. Based on a detailed analysis of the 

analytic solution, we constructed a bilinear FEM on a piecewise uniform mesh. Then 

we proved that our FEM is almost second order GUC in L2 norm. Finally numerical 

results are presented, which confirmed our theoretical analysis.

4
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The reaction-diffusion type problem was discussed in Chapter 3. By carrying 

out a similar technique to that used in Chapter 2, we constructed our bilinear FEM 

based on another piecewise uniform mesh, and our scheme was showed to be almost 

second order GUC in L 2 norm. Then a numerical experiment was carried out, which 

supported our theoretical analysis.

Then a more widely studied convection-diffusion model was investigated in Chap­

ter 4. Here we discussed two different cases, i.e., the exponential boundary layer case 

and the parabolic boundary layer case. This model is different from the previous two 

models in that the convergence order was proved to be one order less optimal for both 

cases. Numerical results were also presented for comparions between our FEM based 

on some piecewise uniform meshes and the standard FEM and streamline-diffusion 

FEM. The results obtained showed our methods to  be much better than the standard 

FEM.

Chapter 5 was dedicated to  a two-parameter model problem. Both theoretical 

and numerical results showed that our bilinear FEM is GUC and performed much 

better than the standard FEM.

In Chapter 6, we generalized our bilinear FEM developed in Chapters 2-5 to 

higher-order finite element method for solving singularly perturbed elliptic problems 

in two space dimensions. We proved th a t a  quasioptimal global uniform conver­

gence rate of 0(N ~(m+1̂  lnm+1 Nx +  jV~(m+1) In”14-1 Ny) in L 2 norm is obtained for a 

reaction-diffusion model by using the m-th order (to >  2) tensor-product element. 

Here Nx and N y are the number of partitions in the x- and y-directions, respec­

tively. Numerical experiments in bi-quadratic FEM were presented supporting our 

theoretical analysis.

As mentioned before, Chapter 7 solved a breaking dam problem. Both Taylor- 

Galerkin FEM and MacCormack FDM were implemented for this model.

5
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Finally a summary of this work and some possible future research directions axe 

presented and discussed in Chapter 8.

1.3 Generic Notations

Throughout Chapters 2-6, we will use the following notations.

Let e G (0,1] be a small positive number, which denotes the perturbation param­

eter. Let Cl = (0,1) x (0,1) C R 2 be a  square in the two-dimensional space. We 

assume that positive integers N x and Ny denote the number of divisions of Cl in the 

x- and y-directions, respectively.

Let k =  (k i,k 2) be a 2-tuple of nonnegative integers and denote \k\ = ki + k2. 

Also we will make frequent use of the following well-known function spaces:

Cm(r) =  the linear space consisting of all functions w with partial 

derivatives D kw of orders 0 < \k\ < m  continuous on r.

C°°(t ) =  n£L0C fc(r) =  the linear space of functions

infinitely differentiable on r.

CJ*(r),C“ (r) =  linear subspaces of C ^ r )  and C°°(r), respectively,

consisting of those functions that have compact support in t. 

Cm(r) =  the linear space consisting of all function w in C""(t) for which 

D kw is bounded and uniformly continuous on r  for 0 <  |fc| < m. 

Lm (r) =  the linear space of equivalence class of measurable functions w 

for which J  \w(x,y)\mdxdy < oo.

IM U ,r =  [J  \u>(x iy)\mdxdy]1/m be the Lm norm on r, where 1 < k < oo.

H m(r) =  {w\Dkw € L2(r) for 0 <  \k\ < m} be the Sobolev space.

■Ho*(r) =  the closure of C q°(t ) in fT"(r).
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||u;||mtr — [I X* \Dkw\2dxdy]1!2 be the norm.

M m,r =  [ / \Dkw\2dxdy]^2 be the seminorm.
Jt |A|=m

Let Ix =  [xt_i,x,], I  =  [0,1], /,■ =  I{ x / ,  /ij. — m axi<j<^ /ij , K j — [j/j—1, j/j], 

K j = I  x  Kj ,  hy =  maxi<j<jy# fej and || • j|P)T be the L** norm on any domain r, here 

1 < p < oo. For simplicity, we use jj • || to denote the usual L 2 norm on Cl.

Throughout Chapters 2-6, we denote the standard tensor-product finite element 

space as Sh(Cl). Also we express the standard tensor-product interpolation of w as 

Iliy, and we use IIZ and IIj, to distinguish between the interpolation in the x-direction 

and y-direction, respectively.

7
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CHAPTER 2 

THE ANISOTROPIC MODEL

2.1 Introduction

In this chapter, we consider the following anisotropic model problem [124]:

Lew = - ( e 2— +  — ) +  a(x,y)u =  f(x ,y )  in ft, (2.1)

u = g (x ,y ) on 3ft , (2.2)

where the functions a, /  and g are assumed to be sufficiently smooth on ft, with

a(z, y) > > 0 on ft .

For small values of e, the solution u will vary rapidly in the elliptic boundary

layers dfti =  {n =  0,0 <  y < 1} and dft2 =  {x  =  1,0 < y < 1} , cf. Su [124].

2.2 The Continuous Problem

In this section, we will analyze the properties of the analytic solution u  of (2.1)- 

(2.2). Without loss of generality, we consider homogeneous boundary conditions, 

i.e.,y =  0 . Otherwise we can set u  =  u — g as the new variable. This will give us the 

same equation but with a different right hand side function / .

The weak formulation of (2.1) is: find u E if,] (ft) such that

B(u, v) = ( e 2u x , v x ) + (U y , vy) +  (cm, v) =  (/, w), V v E Rq(^) > (2-3)

where (•, •) denotes the usual £ 2(ft) inner product.

8

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Denote the weighted energy norm

IIMII s  {e“IWI2 + IM2 + IMI2}1/!, V veHUn).

Note that

B (v ,v ) =  e2||v*||2 +  ||t>w||2 +  (<*«,«)

> m in (l,o a)(ea||t(>||a +  K I |a +  |H |a)

=  min(l, o:2) |||u |||2 , 

and by the Cauchy-Schwarz inequality

B (v,w )  < e2||t^|| |K | |  +  [|uy|| \\wy\\ + (m ax_a)||v|| |H I

< (1 +  ma3c.o)|||»||| | |HII(*,y)en

< d l M I I I I M I I .

Also the mapping v -» (/, v) is a bounded functional on H q, combining this fact 

with the above two inequalities, the Lax-Milgram lemma [27, 16] tells us that (2.3) 

has a  unique solution u(x, y) in

In the following, in order to  derive the pointwise estimates of the solution u of

(2.1)-(2.2), we assume that u  is sufficiently smooth .

In what follows we will make repeated use of the following weak maximum prin­

ciple :

T h eo rem  2.1 For any functions w(x,y) €E C2(D) fi C°(Q), if w > 0 on dfi and 

Lew > 0 on ft, then w > 0 on f2.

Proof. It can be proved easily by contradiction, cf. Eckhaus [34, Lemma 6.2.1.1]. 

By the boundary layer correction method [124] , we have

9
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T heorem  2.2 For the solution u of (2.1 )-(2.2), we have

(2.4)

where wq, vq and V\ are given in the proof. Also

ko(f,y) |  < Ce~‘* on fl,

<  Ce °(r i) on n,
and

\z{x ,y ) \< C e  on J2.

Proof. Construct wq as a  solution of the following limiting case when e =  0:

On 3 0 i, by introducing the local coordinate f  =  f ,  then we construct wo(£, y)

« i l * = o  =  - « > o ( i , y ) ,

«i|y= 0  =  «1 lv=i =  o, limf_>+00 t»i =  0 .

We can solve this problem by Fourier method. Set v =  ip(£)<p(y), then we have 

the following Sturm-Liouville problem:

v"(y) ~  a(o, y)v{y) = - M y ) » 

^(o) =  (p{l) = o .

10

L0U>0 =  ~ w0yv +  a(®» y)w0 =  /(* , y) , 

w0(x, 0) =  w0(x, 1) =  0 .

such that

(2.5)

(2.6) 

(2.7)

*>ole=o =  - w 0(0,y) , 

Uo|y=0 =  flo|y=l =  o, lim Wo =  0 .

Similarly on dCl2, let £ and construct Wi(£, y) such that
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By our assumption of a > a 2 >  0, all eigenvalues A* (k  =  1,2, • • •) axe positive. 

Let (pk be the normal orthogonal eigenfunction corresponding to each A*, then the 

solution of (2.5)-(2.7) can be written as

X ° °  rr~ _ ° ° .  -y/x^x

«o(r» y) =  ^o(f, y)  =  X ) =  5 3  A *e e v M  >
E fc= i )t=i

where .A* are the coefficients of wo(0, y)  expanded in (y?i(y)} and

A _  Jo P'kiyfdy  +  Sq a ( 0 ,  y)(p2k(y)dy  2 
*  fo<pi(y)dy

Obviously v0 has an exponential boundary layer at x  =  0.

Similarly

wi(——  > y) =  £  Bk t ~ ^  1 <Pk(y) ,
£ k=i

where the eigenvalue /x* and the corresponding eigenfunction &k{y) satisfy the fol­

lowing eigenvalue problem:

f l ' iy)  -  o ( i. y)<p(y) =  ,

(p{0) =  (p{ 1) =  0 .

Consider the barrier function <f>(x, y) =  for (2.5)-(2.7), then by Theorem

2.1, we have

Vo(~,y) < C e ~ ^  .
£

In the same way, we can obtain

t 1 ~ x \ ^  ^Vi(~—■ ,y )< C e  *

Now we want to  estimate z(x, y). Let

/p 2 __
z(x, y) =  u(x, y) -  w0(x , y) -  v0( - ,y )  -  ux( , y) ,

e e

then

Lez = £2wqxX -  ax{xi, y)xv0 4- ax(x2,y)xv i <  Ce ,

11
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where X\ and x2 are some intermediate points between (0, x) and (x, 1) respectively. 

In the last step we used the fact that:

By considering the barrier function <j>(x,y) =  Cey( 1 — y), we have

which concludes our proof.

R em ark  2.1 I f  ax(x,y)  =  0, then \z(x,y)\ < Ce2 holds true on FT .

Next we will use some elaborately chosen barrier functions [33, 103] to get our 

estimates for the solution u of (2.1)-(2.2).

L em m a 2.1 The following estimates hold:

( I I I )  |u(x, 2/)| < C( 1 -  e ^ r ^ )  on fi . 

Proof.(I) Use the barrier function f>(x, y) =  Cy( 1 — y), then

L£(</)±u) =  2C +  a c y ( l - y ) ± f  ,

> 0 for C sufficiently large .

Also note that w|an =  0, hence

(<t>±u)\en  =  <f>\dn >  0  ,

12

and

K l - x M  = e ^

\z(x, y) | < <j>(x, y) < Ce on ,

(I) |u(x,y)| < Cy( 1 -  y) on ft ,

(II)  |u(x, y)| <  C( 1 -  e~^~) on H ,
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Thus |tt| <  <j> on f2 by Theorem 2.1.

(II) Use the barrier function <f>(x, y) =  C( 1 — ), then

L£(<j)±u) =  Cc?e=^  +  oC(l - e =ir L) ± f  

=  C(c? -  a j e ^  + a C  ±  f  .

Note that

(a2 -  a)(e=^ -  1) > 0  ,

Hence

L£ (<f> ± u)>  Co? ±  f  > 0 for C sufficiently large ,

then from (<j>±u)\sa > 0, which concludes our proof.

(III) Use the barrier function <j)(x,y) =  C(1 — ).

By Lemma 2.1, we can get the following boundary estimates:

Lemma 2.2

(I) |«*(®,y)|.=0,i < C e '1 ,

(II) \ i ty (x ,y ) \< C  on

Proo/.(I) By Lemma 2.1(11), we have

M 0 ,y ) | =  1 l im ^ 0+ gfe«hs<o,y)| <  iimg^ 0+ p ( ^ LQ,y)|
—a x

< lima._>0+ ' ] =  C f  < C e-1 .

By Lemma 2.1(111), we can obtain the estimate for ux( 1, y) in the same way. 

(II) Use Lemma 2.1(1) and the same proof in (I).

Lemma 2.3

(I) \ux(x,y)\ < C(1 +  g-_1e-f £ + e _1e “(*-a°) on Q ,

(II )  \uy(x,y)\ < C  on Tt .

13
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Proof.(1) Consider the barrier function

<j>(x, y) =  C( 1 +  )[1 +  y( 1 -  y)] ,

then

Le(<j>±u) > 2C(l + e~1e~z~ +  e-1e ^ f ^ )  ±  ( fx — axu)

> 0 for C sufficiently large , 

and note that (<j> ±  n)|an > 0, which concludes our proof of (I).

(II) To prove (II), use the barrier function <f>(x, y) =  C.

L em m a 2.4

( /)  |uxx(x, y ) |I=o,i < Cs~2 ,

(II )  \uyy(x, y)| < C on dCl .

Proof.(I) Set x  =  0,1 in (2.1) and use the fact u =  Uyy =  0 on the sides of x  =  0,1.

(II) Let x  =  0,1 in (2.1) and by (I), we have |«S{,|a—o,i < C. Then set y  =  0,1 in

(2.1) and note that u = uxx =  0 on the sides of y  =  0,1.

By Lemma 2.4, we can obtain the following estimates for the second order deriva­

tives:

L em m a 2.5

(I) Wxx(x,y)\ <  C(1 + e~2e ~ ^  +e~2e a<l~x)) on Q ,

(II)  Ittj^z,?/)! <  C  on Cl .

Proof.(I) Use the barrier function

<f>(x. y) = C ( l+  e~2e~ +  e~2e a<'~x) )[1 +  y( 1 -  y)] ,

then

L £(<j)±u) > 2(7(1 +  e~2e~ ^  +  e~2e ) ±  ( fxx -  axxu -  2 axux) ,

> 0 for C sufficiently large .

14

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The rest are the same as Lemma 2.3.

(II) Use the barrier function <j>(x, y) =  C.

Remark 2.2 From our proof, it is not difficult to see that the above estimates also 

hold true even if f  is also a function of e, only i f

Ifx kyi(?>y)\ <  +£~ke ~ ^  +£~ke °(‘~*)), V k ,j  > 0 , on 12 . (2.8)

Remark 2.3 As for higher order estimates, we can repeat the above proofs by chang­

ing the variables. For example, by differentiating (2.1) with respect to (w.r.t.) x, we 

see that ux will still have the form of (2.1) but with a different f .  Generally, we can 

have the following estimates:

Iuxkyj(x ,y)\ <  C(1 +£~ke ~ ^  + e~ke * ^ ) ,  > 0 , on f2 .

2.3 Finite Element Methods

Let us discretize the weak form of (2.3) by means of a  finite element method [37, 7]. 

For simplicity, we assume tha t Nx is divisible by 4.

In the ^-direction, we discretize [0,1] as

0  =  2/o <  2/i <  • • • <  Vn v =  1  •

In the x-direction, first we divide the interval [0,1] into subintervals

[0, <r], [cr, 1 — <r], [1 — cr, 1] .

Uniform meshes are then used on each subinterval, with Nxj 4 points on each of [0, a] 

and [1 — a, 1], and N x/2  points on [o, 1 — <7]. Here cr is defined by

cr =  m in{l/4 ,4a~xe In Nx}.

15
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More explicitly, we have

0 =  x0 < Xi < • • • < x io < - • • < xNx- io < • • • < x Nx = 1 ,

with i0 =  Nx[4, xio = a, x Nl-i0 = I -  a, and

hi =  4crN~l, for i =  1, • • •, i0, Nx -  iQ + 1,-■ •, Nx ,

hi =  2(1 -  2a)N~l , for i = i0 + 1, • • •, Nx -  i0 ,

where hi — Xi — Xi-X.

We shall assume that

a  =  4aT1£'lniVa..

Otherwise s > 16QT1 In Nx, which is not a singularly perturbed problem. In this

case, the problem can be solved by the classical FEM.

Our finite element solution is : Find uh e  5* (12) such that

B (uh, v) = (£2u*, vx) +  (uj, vj) +  (auh, v) =  ( f ,  v), Vu € Sh(S2) , (2.9)

where a and /  denote the piecewise bilinear interpolations of a and / .  Here Sh(S2) is 

the standard bilinear finite element space.

Now let us recall some standard interpolation error estimates from Schultz [113] 

which we will use in what follows.

L em m a 2.6 [113, Theorem 2.1] n «  =  UxIlyu  =  n yIIzt t .

L em m a 2.7 [113, Theorem 2.6] | |u — <  5^<||u*x|loo,ji •

L em m a 2.8 [113, Lemma 2.1]

l|n.tt||oo,j <  max |u(*j)| =  ||tt||oo,7 ,

l|n*u||ooA ^  ™f“ (l«(*«-i,y)l» l“ (mt,2/)|) •

Same results hold true for the interpolation n y.

16
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2.4 T heoretical R esults

Let us first prove the interpolation error estimates for the solution u  of (2.1)-(2.2). 

L em m a 2.9

11“  -  H*tt|looA < C N ; 2 In2 Nx, Vi =  1, • • •, N x . (2.10)

Proof. First, if i =  1, • • •, i0, iVx — io 4- 1, • • •, Nx, then by Lemma 2.5,

h-ilKxWooji < Chi m ^ c ( l+ e -2e ^  + £~2e=̂ 1)

< Chf( 1 + £~2) < C N ~2 In2 Nx ,

for hi =  4cr/Nx in this case. Therefore by Lemma 2.7, (2.10) holds true.

Second, if i =  io +  1, • • •, Nx — io, we can discuss them in two cases. Let o£ =

2oT1e\ In£r| be the boundary width. 

case 1: N ~ 2 < e. Then

ll“**lloo,/i — C  >

for and 1 — Xi are in [cr, 1 — a] C [cr£, 1 — cr£], Hence by Lemma 2.7,

11“ — H*“ ll<x>,ii < Ch2lltiaasllooj. <  CNX 2 , 

where we used the fact

N x x < h i<  2N~X for i =  io +  1, • • •, iV* -  i0 . 

case 2: N ~ 2 >  s. In this case, we have

[cr, 1 -  a] = [<7, ct£] U [ae, 1 -  o j  U [1 -  oe, 1 -  a] .

For [cr£, 1 — cr£], its proof is the same as case 1.

For [cr, cr£] U [1 — cr£, 1 — cr], by Theorem 2.2, we can write Hxu in the form 

u xu =  n zu;o +  n ^ o  +  n xvi +  n xz ,

17
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where Tlxwo, n ^ o , 11*^1 and TIxz  denote the linear interpolants in x-direction to 

wq, vq, Vi and z respectively.

Note that

I K  -  IIxltfDlloo.j. <  Ch}\\W0xx\\ooji < CN~2 , 

since w0 is a smooth function independent of e by Theorem 2.2.

Also by Lemma 2.7, we have

<  2 ||v0(^ , (2 .1 1 )

< C eZ3̂ =x < C e ^  < CN~2 . (2.12)

< 2 ||v i( |,y ) ||00ff{ (2.13)

< < C e ^ 2- < C N ~2 , (2.14)

and

||z(*,y) -  n x z i x ^ W ^ j .  <  2||z ||ooA < Ce < CN~2 ,

from which finishes our proof.

Thus we have:

Lem m a 2.10 For the solution u of (2.1 )-(2.2), we have

II* ~  n *Hoo,n <  C(N~2 In2 Nx + k2) .

Proof. Using Lemma 2.6 and Lemma 2.8, we have

II* — nu ||00in < llu — +  ||n*(ti — nj,^)!!^,^ (2.15)

— II* ~  Ha.Ti||o0jJ2 +  ||ti — (2.16)

-  1^ J I w ~ IIa:Mlloo(/i +  ^ 2 ll*wlloo1n (2-17)

< C(N~2\n2N x + k2) . (2.18)

Finally we have :

18
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T h eo rem  2.3 For the solution u of (2.1)-(2.2) and the finite element solution uh 

of (2.9), we have

Ik -  «k|| <  C(N* 2 In2 Nx + k2) .

Proof. Note that

C 1| | | I I u - u ' ,|||2 < B ( U u - u h, H u - u h) (2.19)

=  i?(IIu — u, IIu — uh) +  B(u  — uh, IIu — uh) . (2.20)

Let x  =  — uh, then

B(Uu - u , U u -  uh) = s2((IIu -  u)x, Xx) +  ((IIu -  u)y, Xy) +  (o(n« -  u), x)  (2.21) 

Due to the special properties of n„ for piecewise bilinears, we have

((riii — u)y, Xy) = ((nj,nxu — u)y, Xy) — ((n*u _  n)y, xy) (2 .2 2 )

=  (n x(«y) — Uy, Xy) (2.23)

Then by Remark 2.3 and repeating the proof of Lemma 2.9 for Uy, we have

((n« -  v)„x,) < lin.K) -  ii,|| I M < c « 7JinJAf.||(n«-u*),||. (2.24)

Similarly,

e2((IIu - u ) x, (IIu - u h)x) =  e2(Uy(ux) - u x, Xx) < C N ~2 In2 IVx||£-(IIii-ii/% ||, (2.25) 

where one e is combined into ux. Also

(a(nu  -  u), x) < c||5||o0tn||iiti -  u|| Hxll <  c y n u  -  ttii^jsiixll (2 .2 6 )

< C N - 2ln2Nx\ \U u - u h\\, (2.27)

where in the last step we used Lemma 2.10. On the other hand,

B(u  — uh, IIu — u h) = {B — B)(u , Ila  — uh) +  B(u, IIu — uh) — B(uh, IIu — uh)

= ((a — a)u, IIu — uh) +  ( /  — / ,  IIu — uh) (2.28)

< C ( ||S -  a||oo,n +  | | /  -7 l |o o ,n ) ||n u -u A|| . (2.29)
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Combining the above inequalities, we have

| | | I I t t - u fc|N < C (lV -2ln2lVz +  A:2) .

Therefore, by the triangular inequality and Leinma 2.10,

l | u - t t fc|| <  iitt-nttii  +  i i n t t - ^ i i ^ i i u - n t i i L ^  +  c i i i n u - t t ^ i i  (2.30)

< C(N~2 In2 N x + k 2) , (2.31)

which concludes our proof.

2.5 Numerical Results

In this section we present a numerical example applied to problem (2.1)-(2.2), 

where a =  2 and /  is chosen appropriately so that the solution of (2.1)-(2.2) is given 

by
g-x/e _j_ e-(l-x)/e

u(x, y) = ( l ------- 1 + eJ ife—  +  * ( i  -  * ))y (i -  y)

This u  has the typical boundary layer behavior at the sides x=0 and x= l.

We choose the bilinear interpolation 11/ of /  as /  and Nx = Ny =  N .  Our results 

are shown in Table 2.1 and 2.2.

Our results present the uniform convergence rate (i.e. independent of s) both in 

L2 norm and L°° norm very well.

Let e£  be the L2 error between the exact solution u(x,y)  and the computed 

solution uh(x, y). The computed convergence rate can be obtained by

R ” =  (In e f  -  In e f ) /  • (2-32)

See Table 2.3. Prom which we see that uh(x, y) approximates u(x, y) with a  uniform 

convergence rate of order 0 (N ~ 2 In2 N)  in L 2 norm, which is consistent with our 

theoretical analysis. The classical convergence rate = (In e2N — ln e ^ ) /ln ( l/2 )  is 

presented in Table 2.4.
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Table 2.1: Errors in L 2 norm

N

£ 12 24 48

1.0D-01 1.53773D-03 3.56846D-04 8.64822D-05

1.0D-02 3.82665D-03 1.18212D-03 3.58286D-04

1.0D-03 4.41492D-03 1.43246D-03 4.78893D-04

1.0D-04 4.49223D-03 1.47031D-03 4.99116D-04

1.0D-05 4.50080D-03 1.47433D-03 5.01235D-04

1.0D-06 4.50837D-03 1.47591D-03 5.01652D-04

Table 2.2: Errors in L°° norm

N

£ 12 24 48

1.0D-01 4.56598D-03 1.02124D-03 2.40876D-04

1.0D-02 1.47783D-02 6.77789D-03 2.57586D-03

1.0D-03 1.48926D-02 6.77504D-03 2.97576D-03

1.0D-04 1.49056D-02 6.77498D-03 3.14068D-03

1.0D-05 1.49069D-02 6.77498D-03 3.15773D-03

1.0D-06 1.49070D-02 6.77498D-03 3.16237D-03
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Table 2.3: Convergence rates in L2 norm

N

e 12 24

1.0D-01 3.2672 2.8584

1.0D-02 2.6273 2.4074

1.0D-03 2.5175 2.2097

1.0D-04 2.4980 2.1789

1.0D-05 2.4962 2.1758

1.0D-06 2.4976 2.1763

Table 2.4: Convergence rates R ^  in L°° norm

N

e 12 24

1.0D-01 2.1074 2.9132

1.0D-02 1.6947 1.9512

1.0D-03 1.6239 1.6593

1.0D-04 1.6113 1.5505

1.0D-05 1.6101 1.5395

1.0D-06 1.6110 1.5366
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CHAPTER 3 

THE REACTION-DIFFUSION MODEL

3.1 In tro d u c tio n

In this chapter, we consider the following singularly perturbed elliptic boundary 

value problem:

_ 2 l ^ U & U\ f \ \ \Leu = - £  +  — ) +  a(x, y)u = f (x ,  y ) m fi , (3.1)

u  =  0 on , (3.2)

which is the so-called reaction-diffusion model problem. Here the functions a and f

are assumed to be sufficiently smooth in f2 and

a(z5 y )>  a2 > 0  in ft .

3.2 The A sym pto tic  E xpansion

In this section, we will present the Butuzov asymptotic expansion [18, 49, 129]. 

This section is based mostly on Han et aJ. [49].

We start with the ’’outer expansion” . Let Uo(x, y) = f ( x ,  y)/a(x, y), ui(x, y) =  0 

and Ui(x, y) =  AUf_2 (a;, y)/a(x, y) for i > 2 . Hence v* =  0  for odd i and

LeUi =  - e 2AUi +  i — 2 , 4, • • • ,

where A is the Laplacian operator. Let
2n

U2n{x, z/) =  X y u t(£ ,y )
i=0
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Since u — U2n is not small on dCl, we have to introduce the boundary layer functions 

to correct the discrepancy between the boundary data and the boundary values of 

the reduced problem near the four boundary sides. Han et al. [49, pp. 396-397] 

constructed the following boundary layer functions:

V2n(x, rj) =  E ^ o  e{Vi(x, 77) at side y=0, where r) = y /e  ,

w 2n(£,y) =  E i= 0 e'WiiZ^y) at side x= 0 , where £ =  x /e  ,

V2n(x,rj) = E f " 0 £ivi{x -> v) at side y = l, where rj =  (1 -  y) /e  ,

W 2n(?, y) =  E i= 0 £iwi(I> V) at side x = l, where f  =  (1  -  x) /e  .

Since the remainder, u — U2n — V2n — W2n -  V 2n -  W ^ ,  is not small near the 

four vertices of Cl, Han et cd. [49, pp. 397-398] introduced the following corner layer 

functions to  correct this discrepancy in the boundary data near the four corners:

ZL(& V) =  Ei=o £' zi(€> V) at corner (0,0), where £ =  x/e , rj = y /e  ,

z 2n(€> V) =  £ i = 0 i V) at corner (1,0), where |  =  (1 -  x)/e  , r \= y /e  ,

z 2n(& V) =  £ < = 0  £t4(C, v) at corner (0 ,1 ), where f  =  x/e , rj =  ( 1  -  y)/e ,

ZL(€>V) =  Ef=o e'zt(/i,rj) at corner (1 ,1 ), w here f  =  (1  -  x) /e  ,rj = (1  -  y)/e

Also they proved the following results:
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Lem m a 3.1 [49, (2.6c) (2.9c)] For the boundary layer functions defined above, we 

have:
\V2n(x,r})\ < Ce-**,

|W2n(£,2/)| < C e -* ,

\V2n{x,Tj)\ < C e ' * ,

\W 2n( l  y)\ < C e~*,

\Z L & V )\ < C e - * W ,

\Z ln (lv ) \  < C e - ® * ) ,

\ZL(Zrf)\ < Ce-*t+V,
1̂ ( 1 , *7)1 <  Ce-*t+V,

T heorem  3.1 [49, Theorem 2.1] Let u solve (3.1 )(3.2). There is a constant Cn > 0 

that is independent of e such that

\R2n{x, y)\ < Cne2n+1 , 

where R2n = u — u2n denote the remainder in the asymptotic expansion
    4

u2n =  U2n +  V2n +  W2n +  V 2n +  W 2n +  ^ 2  Z l2n .

3.3 Derivative Estimates of the Solution

In. this section, we will obtain some derivative estimates for the solution u of

(3.1)(3.2). We assume the following compatibility conditions [103, 110]:

/ ( 0 , 0 ) =  / ( 0 , 1 ) =  / ( l ,  0 ) =  / ( l ,  1 ) =  0 ,

which ensure that the solution of (3.1)(3.2) u(x, y) e  C,4(fi) D C 2(12), where 12 =  

12 U 312. Such compatibility conditions are necessary for the pointwise derivative 

estimates. Here we will make repeated use of the following weak maximum principle:
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T h eo rem  3.2 For any functions w(x, y) € C72(ft) D (7°(ft), i f  w > 0 on 3fi and 

L ew >  0 on ft, then w > 0 on 12.

Proof. It can be proved easily by contradiction, cf. Eckhaus [34, Lemma 6.2.1.1]. 

By choosing the barrier functions properly, we can obtain the following estimates 

for the solution u of (3.1)(3.2).

L em m a 3.2

(I) \u(x, y)| < C( 1 —e-^5) on f t ,

(II)  \u(x, y)\ < (7(1 — e a(*_a°) on f t ,

( I I I )  |m(x,?/)| < (7(1 —e ^ )  on f t ,

(VI) \u(x,y)| < (7(1 —e ^ f ^ )  on f t .

Proof.(I) Use the barrier function <f>(x, y) =  (7(1 — e~ ^ ), then we have 

Le(<f>±u) =  C a2e~“  +  aC(l — e~ ^) ±  /  ,

=  C(a2 — a)(e~f2, — 1) +  Co? ±  /  .

Note that

(a2 -  a)(e~^ -  1 ) >  0  ,

Hence

L£(4> ±  u) > Cat2 ±  f  >  0 for C sufficiently large ,

then from (<j> ±  u)|an > 0 and Theorem 3.2 concludes our proof.

(II) Use the barrier function <f(x, y) = (7(1 — e ).

(III)Use the barrier function <f(x, y) — (7(1 — ).

(VI) Use the barrier function <j>(x, y) =  (7(1 — e a(l~v)).

L em m a 3.3

(I) \ux (x ,y ) \< C e ~ l on 3ft,

(II)  \uy(x,y)\ < Ce-1 on 9ft.
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Proof.(1) By Lemma 3.2(1), we have

M O , y)\ =  [ lim ^ o*  “(z’y)r (Q,y)l <  |u(x’y)7 ^ |

< limz_>0+ =  C f  < C e '1 .

By Lemma 3.2(11), we can get the estimate for ux( 1 , y) in a  similar way.

Differentiating the given boundary conditions u(x, y) =  0 at y =  0 and y = 1 

with respect to x gives us uz(x, 0 ) =  ux(x, 1 ) =  0 , which concludes our proof.

(II) Use the similar proof as (I) by Lemma 3.2(111) and (VI).

Lemma 3.4

(I) |M ar,y)| < C (1 + e ~ 1e“?£ + e -1e a(l~x)) on Q ,

(II) \uy(x, t/)| <  C(1 + e~ 1e=71L + e -1e on

Proof.(I) Consider the barrier function <f>(x,y) = C(  1 +  e~le ^  +  e~le Q(' _l)), 

then we have

Le(<f>±ux) > - a 2C(£~1e ~ ^  + £~1e~£^ =£l) (3.3)

+aC7(l +  e~1e~?£ +  s -1e ) ± ( f x -  axu) (3.4)

> aC ±  ( fx — Ogu) > 0  for C sufficiently large , (3.5)

and note that ((f) ±  ux)|an > 0, which concludes our proof of (I).

(II) To prove (II), use the barrier function <f>(x, y) =  C( 1 +£~1e=f L + s _1e ail~v)).

Lemma 3.5

CO Iuxx(x,y)\ < C £~2 on d€t

(II) \uyy(x,y)\ < C£~2 on dQ .

Proof.(l) Due to the boundary conditions u(x,y)=0 at y=0 and y = l, we have 

uxx =  0 at y=0 and y = l. By setting x  =  0,1 in (3.1) and using the fact that 

u — Uyy =  0  on the sides of x= 0  and x = l, we have uxx =  —f / £ 2 a t x= 0  and x = l.

(II) Use a similar proof as in (I).

27

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Lemma 3.6

CO \v-xx{?,y)\ <  C7(l -\-e~2e~7£ +  e~2e a(l~z)) on f t ,

(II)  \uyy(x ,y)\< C (l + e~2e=̂ L + e~2e Q<i“w)) 0n f t .

Proof.(I) Use the barrier function <f(x, y) =  C(  1 +  +  £-2e )} then

Le(<p±uxx) > - a 2C(e~2e ~ ^  + e~2e

+ aC (l +  e~2e ~ ^  +  e~2e ) ±  (fxx -  axxu -  2 axux)

> a(7 ±  (/a.* — axxu — 2axux) > 0  for C sufficiently large .

then from (<p ±  uxx)\an >  0 and Theorem 3.2 concludes our proof.

(II) Use the barrier function <j>(x,y) =  (7(1 + e - 2e=?lt +  e_2e a<l~v)).

3.4 Finite Element M ethod on Shishkin Mesh

To construct a Shishkin mesh, we assume that the positive integers N x and Ny are 

divisible by 4. In the x-direction, we first divide the interval [0,1] into subintervals

[0, &x], \&X1 I  ^*]j [I °X, l] .

Uniform meshes are then used on each subinterval, with Nx/4  points on each of 

[0, ax] and [1 — ax, 1], and Nx/2 points on [ax, 1 — ox]. Here ax is defined by ox =  

min{l/4,2o:_ 1elniVa.}. More explicitly, we have

0 Xq < X\ <C • • • <  Xi0 < • • •< !  Xjfx—i0 <C • • • < Xffx =  1 ,

with io =  N x/4, %iq = (7x, Xjifx—i0 — 1 ox, and

hi =  4aI i\T~1, for i  =  1, • • • , i0, Nx -  io +  1, • • •, Nx ,

hi = 2(1 — 2ax)N~1, for i  = i0 +  1, • • • ,N X — i0 ,
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where hi — x j — X{-\.

In the y-direction, we follow the same method described above by dividing the 

interval [0 , 1 ] into subintervals

[0 , <7y], [<7y, 1 — ay], [l — Oy, l] .

Uniform meshes are then used on each subinterval, with N y/ 4 points on each of 

[0, cry] and [1 — ay, l], and Ny/2  points on [ay, 1 — cry]. Here ay is defined by cry =  

m in{l/4 ,2a_1eln  JVj,}. More explicitly, we have

0  =  y o  <  V i  <  • ■ • <  y jo  <  • • • <  y N v - j o  <  • ’ * <  V n v =  1  ,

with jo = Ny/ 4, yjo = <ry, yNv- jo = 1 -  <r„, and

kj = for j  = 1 , • • •, jo, N y - j o  + l , - - - , N y ,

kj = 2(1 — 2oy)N ~1, for j  = jo + l , - - - , N y — j 0 ,

where kj = y-j -  y ^ .

We shall assume that

<rx =  2a~1e ln N x ay =  2a~ie \n N y.

Otherwise e > maxC^ ^ , ), which is not a singularly perturbed problem. Then 

the problem can be analyzed in the classical way, which is not our scope here.

The weak formulation of (3.1) is: find u € H q(Q.) such that

B (u , u) =  (e2ux, vx) +  {e2Uy, vy) +  (au, v) = ( /,  v), V v e  (Q) , (3.6)

where (•, ■) denotes the usual L2(Q) inner product.

Denote the weighted energy norm

IIMII =  {^llt-rlP + ^ l l% l l2 +  ll»ll2}, / 2 , v  « e  HUa).
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Note that

B (v ,v ) =  e2\\vx\\2 + e2\\vy \\2 + (av,v)

> m i n ^ a 2) ^ 2 ^ * ! ! 2 + e 2 ||? ;J2 +  ||v||2)

=  min(l, a 2) |||v | | | 2

and by the Cauchy-Schwarz inequality

B (v ,w ) < e2| |^ | |  IK I I+^11^1111^11+  (max(a.)S,)ejja)||u || ||u;||

< IIHII IIMII +  IIMII lll^lll +  (max(Zij,)6na)|||w ||| IIHII

=  (2 +  maX(l#)€ifa ) ||M || |||w ||| .

Note that the mapping v —» (/, v) is a bounded functional on Hq. Combining this 

fact with the above two inequalities, the Lax-Milgram lemma tells us that (3.6) has 

a unique solution u(x , y) in Hq(Q,).

We seek the bilinear finite element solution uh € S/,(f2) such that

B{uh, v) = (e2u*, vx) +  (uj, vy) +  (;auh, v) =  ( f ,  v), Vv € Sh(tt) , (3.7)

where a and /  denote some piecewise polynomial approximation of a and /  respec­

tively such that

I K s - ^ I U n ^ ^  +  F ) ,  (3.8)

and

ll(7 - / ) I U s < C ( » ’ +  n  (3.9)

where p is the approximation order.

3.5 T heore tica l R esu lts
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Let us first prove some error estimates for the solution u  of (3.1)(3.2).

Lem m a 3.7 For the solution u of (3.1)(3.2) and any integer n > 0, we have

(/) Ik  -  I M U f ,  < In2 Nx + e2"+1), Vi =  1, • ■ ■, JV, , (3.10)

( / / )  Ik  -  n ^ l U  A  < C(JV“2 In2 Ny +  E2"-1-1), Vj =  1, •. •, Ny . (3.11)

Proof. First, for i =  1, • • •, io, Nx — io + 1 , • • •, Nx, by Lemma 3.6 and Lemma 2.7, 

we have

11“  -  IM U ,/ .  <  Ch2i IKxIL,/. <  Ch2i m ax(l +  e_2e ^  +  e~2e=sŜ i )

< C hf( 1 + e~2) < C N ~2 In2 N x ,

since ft, =  Aax/N x in this case. Hence (3.10) is true in this case.

Second, for i =  i0 4- 1, • • • ,N X — i0, in this case [£i_i, n<] C [ax, l  — ax]. Use 

Theorem 3.1 for n > 0, we can write Iixu  in the form
_    4

n  xu =  n xu 2n + n zV2n +  u xw 2n +  n xv  2n +  n  xw  2 n +  n z( ^  z l2n) +  n  xR 2n
i-i

where IIxU2n, 11*1^,, n zW2n, n xU2n, n z n z(E/ =i n) n z722n denote the lin­

ear interpolation in x-direction to U2n, Vim Wan V 2n,W 2n, Sw=i %2n aQd Rm  respec­

tively.

Note that U2n{x, y) =  E ? = o y) and Ui(x,y) is independent of e, we have

\\u2n -  n zu2n||00i/i <  c h 2I K ^ W I U *  <  c n - 2 ,

where in the last step we use the fact that N~* < hi < 2N~l for i =  i0+ l ,  • • •, Nx—i0. 

By Lemma 3.1 and Lemma 2.8,

l|V».(*, | )  - 11. 14.(1, |)iu,/, < CA|||(F2n).xlU,/i < CN? , 

l|V».(*, f l ^ )  -  n „v W * , f i ^ ) | | M,/, < CAi2| | ( r a, ) . , | |« a  <  CJV-2 ,
c c.

I iw ^cf.y ) < 2||i^2„ ( | j2/)||O0</i

< C e Z^ < C ' e ^ t = C lV -2 ,
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Similarly by Lemma 3.1 and Lemma 2.8, we have

11̂ ( 7 . 7 ) -  n f  )IU  < 2||ZL(7,7)lloo,Ji < C e ^  < C e ^  =  CN ~2 ,c c c c c c

< 211 Z ? „ ( ^ ,  f  )IU  < Ce"2̂  < Ca21?2 = C7JV72 .
c c

H z L ( f . ^ ) - n . z L ( f . ^ ) l u

<  2 ||Z f„(p  < C e22? 21 <  Ce= =  CJV7 2 ,

-  l u z * , ^ ,  ^ I U j

< 2 | |4 . ( 2 ^ . e ^ ) l l - A

< < C e ^  =  CiNT" 2 ,

and

||JW * ,» ) -n,R !„(i,s/)IU,;i <  211^ 11̂  < Ce2n+1,

which concludes the proof of (I).

By symmetry, we can prove (II) in the same way.

Then we have:

L em m a 3.8 For the solution u of (3.1) (3.2) and any integer n >  0, we have 

11“  -  H i iL a  < C (N ;2 In2 jV. + 1V '2 In2 N ,  +  a2”-1-1) .
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Proof. Using Lemmas 2.6, 2.8 and 3.7, we have

||ti — ^ < ||u — +  y n ^ tt — iiyu)!!^^ (3.14)

— Ilu — ^*wlloo,n 4" ||w — (3.15)

-  1 §<$. 11“  “  ^ “ HooA +  i | g ^ B 11“  “  n »Ulloo,^
< C(N~2 In2 N x + N.;2 In2 Ny +  e2n+1) . (3.16)

T heorem  3.3 Let Uh be the finite element solution of (3.7) and u be the solution of

(3.1)(3.2). Assume a and f  satisfy (3.8) and (3.9), then for any integer n > 0 , we 

have

||u -  uA|| <  C( 1 +  eNx +  eNy){N~2 In2 N x + Ny 2 In2 Ny +  e2n+1) + C{hP +  k?) . 

Proof. Note that

C i l p M - w '*!!!2 <  B ( U u - u h, U u - u h) (3.17)

=  B(Ihi — u, Hu — uh) 4- B(u  — uh, IIu — uh) . (3.18)

Let x  = n «  — uh, then from (3.7) we have

B ( U u - u , U u - u h) = £2((ILu-u)x,Xz)+ £2({1RV’- u ) y , x y) + ( a ( n u - u ) , x )  (3.19)

Integrating by parts, we obtain

e2((IIu - u ) x,Xx) =  £  [  r  e2( U u - u ) xx xdxdy
l<i<Nx,l<j<Nv Jxi~1 JVj~1

= £  r  ^2 (n u -  u^lZVi^Xxdy
l<i<Nz,l<j<Ny JVi- 1

^  12 r  • e||n«* — u| locjs
l<i<Nx,l<j<Ny Jyi~1

= 12 [  k x x l d y e l i n t t - u i i ^ j j
l<i<Nx

= £  f  [  \eXx\ dydx ■ £\\Ilu -  uW^ji
i JO
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= sN x\\Ilu -  u l l ^  • jf  Jq \exx\ dydx,

< CeNx{N~2 In2 TV* +  N ~2In2 Nv +  e 2n+1)||ex*ll, by Lemma 3.8

Similarly, we have

e2((nu -  u)y, Xy) < CeNy(N~2 In2 iVx + N ^ 2ln2Ny +  e2n+1)||ex„ll (3-20)

Also note that

( a ( n u - u ) , x )  <  C l la lU ^ l ln u -u l l  ||X|| <  C p u  -  u l l ^ f e l l  (3.21) 

<  C(N~2 In1 N ,  + N - 2 In2 Ny + £2t1+1 )\\Ru -  i^jl, (3.22)

where in the last step we used Lemma 3.8. On the other hand,

B(u — uh,Hu —uh) =  (B — B)(u, IIu — uh) +  B(u,Hu — uh) — B (uh,Uu — uh)

=  ((a — a)u, II u — uh) + ( f  — f ,U u  — uh) (3.23)

<  C ( | | 3 - a | | ooj s  +  | | / - 7 | | 00t^ | | n « - t t » | | .  (3 .2 4 )

Using (3.8)(3.9), (3.17)-(3.24) and Lemma 2.7, we have

I p t i - ^ I H  <  C(1 + eNx +  eNy){N -2 In2 Nx +  N ~2In2 Ny +  e2n+1) + C{hP +  kp) . 

Therefore combining this with Lemma 2.7, we obtain

< ||t* — nu|| + ||nu-u/,|| < iia-nttii^ + iiintt-tt îii
< C( 1 +  sNx +  £Ny){N -2 In2 Nx +  N ~2 In2 Ny + s2n+1) +  C{hp + k?) .

which concludes our proof.

Since we are considering singularly perturbed problems, the parameter e is usually 

very small. Without loss of generality, we can assume e < max(iV~1, N ~ l). Then we 

obtain the following quasi-optimal uniform convergence result:
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Lem m a 3.9 Let Uh be the finite element solution of (3.7) and u be the solution of

(3.1)(3.2). Let a and f  be the bilinear interpolation of a and f, respectively. Then 

we have

l |tt— «*|| < C(N~2 In2 Nx + N~2In2 Ny) .

Proof. Since a and /  are the bilinear interpolates of a and f respectively, 

we have p = 2 in (3.8)(3.9). We can choose n large enough such that e2n+1 < 

max(N~2 In2 Nx, N ~2 In2 N y) is satisfied. Using Theorem 3.3 concludes our proof.

R em ark  3.1 When f  depends on e and satisfies the assumptions in Kellogg [62, 

pp. 128], we can see that the above results still hold true by carrying out a similar 

proof.

3.6 Numerical Results

To see how our new method performs, we tested here an example problem

(3.1)(3.2), where a =  2 and /  is chosen appropriately such that the solution of

(3.1)(3.2) is

e-a/e . p-(l-x)/£ p-y/e . e- ( l-y)/e
u(x, y) =  (1  -   ----- ^ ± rr .------ ) ( 1  -    -.------).

v v 1 +  e -1/* A 1  +  e- 1 / 6 '

This u has the typical boundary layer behavior. Since the exact solution is known, 

we can measure the errors accurately. We choose a bilinear interpolation 11/ of /  

as /  and N x =  N y — N. The numerical results of our experiments for values of e 

varying from 10- 8  to 10“ 2 and various mesh resolutions N  e  [12,96] are shown in 

Table 3.1. They display an uniform convergence (i.e. independent of e) in L2-norm.

The computed solutions Uh were plotted in Figures 3.1-3.3 for e =  10- 3 ,10- 5 ,10 - 7  

and N=24, 48. The pointwise errors were plotted in Figures 3.4-3.6 for the same e 

and N. From these figures, we see that our method solves this type of problems quite
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well. The boundary layers are much sharper and no oscillations are observed near 

the boundary layers. These phenomena were also observed by Madden et al. [80] for 

FEM on Shishkin meshes for the convection-diffusion problems. But they did not 

present any theoretical analysis.

To see more accurately the convergence rate, let e ^  be the L2 error between the 

exact solution u(x, y) and the computed solution uh(x, y). The computed conver­

gence rate can be obtained by (2.32). The results are given in Table 3.2. From 

Table 3.2, we see that uh(x,y)  approximates u(x ,y ) with an accuracy order of 

0 {N ~ 2 In2 N) in L2-norm, which is the same as obtained by our theoretical anal­

ysis.
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Table 3.1: Errors in L2 norm

N

£ 1 2 24 48 96

1.0D-02 4.08804D-02 1.13088D-02 2.48833D-03 4.14854D-04

1.0D-03 5.01689D-02 1.68489D-02 5.59478D-03 1.79468D-03

1.0D-04 5.12377D-02 1.75666D-02 6.07620D-03 2.10844D-03

1.0D-05 5.13461D-02 1.76404D-02 6.12728D-03 2.14388D-03

1.0D-06 5.13569D-02 1.76478D-02 6.13242D-03 2.14747D-03

1.0D-07 5.13580D-02 1.76486D-02 6.13293D-03 2.14783D-03

1.0D-08 5.13581D-02 1.76487D-02 6.13298D-03 2.14787D-03

Table 3.2: Convergence rates in L2 norm

N

£ 1 2 24 48

1.0D-02 2.8741 3.0533 3.3901

1.0D-03 2.4403 2.2234 2.1516

1.0D-04 2.3942 2.1410 2.0029

1.0D-05 2.3895 2.1326 1.9872

1.0D-06 2.3891 2.1317 1.9857

1.0D-07 2.3890 2.1317 1.9855

1.0D-08 2.3890 2.1316 1.9855
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Figure 3.1: Computed FEM solution for e = 1.0D  -  03: (a) N=24 (b) N=48

Figure 3.2: Computed FEM solution for e =  1.0D -  05: (a) N=24 (b) N=48

Figure 3.3: Computed FEM solution for e = 1.0D -  07: (a) N=24 (b) N=48
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Figure 3.4: Pointwise error Uh — u for e =  1.02? — 03: (a) N=24 (b) N=48

Figure 3.5: Pointwise error Uh — u for e =  1.0D — 05: (a) N=24 (b) N=48

Figure 3.6: Pointwise error Uh — u for e — 1.02? — 07: (a) N=24 (b) N=48
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CHAPTER 4 

THE CONVECTION-DIFFUSION MODEL

4.1 Introduction

In this chapter, we consider the following singularly perturbed problem: 

d^u d^u
~ £a^d ~2 + g - ^ ) ~ b( x ,y ) - V u  + aa(x,y)u = f ( x , y ) in ft , (4.1)

u =  0 on 5ft , (4.2)

which is the so-called convection-diffusion model problem. Here Vu denotes the 

gradient of u, and a  — 1 or 2 .

4.2 Exponential Boundary Layer Case

In this section we consider the case of a  =  1 in (4.1), i.e.:

- e { - ^ - \ - ^ ) - b - V u  + au =  f ( x , y ) in ft , (4.3)

u  =  0 on 9 f t , (4.4)

To avoid lengthy technicalities, we assume that the coefficients a  and b =  (61 , 6 2) are 

positive constants. For variable coefficients, a  similar discussion can be carried out 

as in Chapter 3.

4.2.1 Derivative Estimates of the Solution

In this subsection, we will obtain some derivative estimates for the solution of

(4.3) (4.4) under the compatibility conditions [103, 110]:

(if*) /(0,0) =  /(0,1) =  / ( l ,  0) =  / ( l ,  1) =  0
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which ensure that the solution of (4.3) (4.4) u(x, y) e  C4(Q) n  C 2(0), where U =  

Q U dCl. O’Riordan and Stynes [103] obtained the derivative estimates for a  very 

similar problem. Hence we will just sketch the proof here.

In this section we will make repeated use of the following weak maximum princi­

ple:

Lem m a 4.1 For any functions w(x, y) € C 2(Q) fl C°(Jl), i f  w > 0 on dfl and 

Lew > 0 on f2, then w > 0 on Q.

Proof. It can be proved easily by contradiction, cf. Eckhaus [34, Lemma 6.2.1.1]. 

By choosing the barrier functions [72, 103] properly, we can obtain the following 

estimates for the solution u of (4.3)(4.4).

L em m a 4.2

(I) \u(x,y)\ < C(\ — on fl ,

( II)  \u(x,y)\ < C(1 — x) on f i ,

( I I I )  |u(x,y)| <  C ( \ - e ~ ^ L) on f l ,

( IV) \u(x,y)\ <  C ( l - y )  on H .

Proof. (I) Using the barrier function <f(x, y) = C( 1 — e- ^ ) ,  we have

Le(<j>±u) = C4lP1e - 1e= ^ - 2 h i C £ - 1e=̂ + a C ( l - e z2̂ ) ± f  ,

=  C(2&i£ - 1  — a)e~^1± + aC ±  f

> 0, for sufficiently large C,

where we used the fact tha t e is very small. Then from (<j>±u)\dn >  0 and Lemma 4.1 

we conclude our proof.

(II) Use the barrier function <j>(x, y) = C( 1 — a:).

(III)Use the barrier function 4>(x, y) =  C( 1 — e~ ^ L).

(IV) Use the barrier function <j)(x,y) =  C(1 — y).
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Lemma 4.3

(I) |ux(x,y)| <  Ce~l on d d ,

(II) \uy(x, y)\ < C e~x on dQ.

Proof.(1) By Lemma 4.2(1), we have

M O ,jf)| =  1 l i m . ^  | < l i n w  |

<  l i m ^ .

Similarly, by Lemma 4.2(11), we have

M l ,» ) |  =  | l i ro ^ ,-  <  l m w

<  UmM1- ^ i  =  C.

Using the given boundary condition (4.2), we have ux(x, 0) =  ux(x, 1) =  0, which 

concludes our proof.

(II) Use a similar proof as in (I) by Lemma 4.2(111) and (IV).

Lemma 4.4
(I) \ux( x , y ) \ < C ( l + e ~ 1e~^ ')  on Q ,

(II)  \uy(x, y)\ < C ( l +  e- 1ez^ J£) on 12.

Proof.(I) Consider the barrier function <j)(x, y) = C( 1 + e - 1e ^ L£), then we have

Le(<j>±ux) =  a C ( l + e ~ 1e ~ ^ ) ± f x

> 0 for sufficiently large C ,

and note that (<j>± iiz)lan > 0, which concludes our proof of (I).

(II) To prove (II), we use the barrier function <j>(x, y) = C( 1 +  e~1e=%3L).

Lemma 4.5

CO \uxx(x ,y ) \< C £ ~ 2 on dQ

(II)  \uyy(x,y)\ < Ce~2 on dQ .
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Proof.(I) From the boundary condition (4.4), we have uZI|y=o,i =  0. From equa­

tion (4.3) and boundary condition (4.2), we obtain uxx\x=Qti =  — £- 1( / + 6 iUa.)|iE=o,i < 

Ce~2.

(II) Use a  similar proof as in (I).

Lemma 4.6
(I) \uxx(x,y)\ < C (l  + e -2) on T l ,

(II)  \uyy( x , y ) \ < C ( l Jr£~2) on 12.

Proof.(I) Use the barrier function <fr(x, y) =  C( 1 + e~2), then

Le(4> ±  uxx) =  aC( 1 +  e~2) ±  f xx

> 0 for sufficiently large C .

then using (<j> ±  uxx)\ao, > 0 and Lemma 4.1 concludes our proof.

(II) Use the barrier function (f>(x, y) = C( 1 +  £~2).

Remark 4.1 Prom the above estimates, we can see that the solution exhibits very 

sharp boundary layers at x—0 and y=0, which can also be seen by carrying out an 

asymptotic expansion to be presented in the next subsection.

4.2.2 The Asymptotic Expansion

In this subsection, we will use the general asymptotic expansion method devel­

oped by Vishik and Lyusternik [131] to develop an asymptotic expansion for problem

(4.3)(4.4). Roos et al. [110, pp.183] sketched its asymptotic expansion very briefly. 

Here we will present a more detailed analysis by using the method of Vishik and 

Lyusternik.

The leading term in the regular part of the asymptotic solution U (x ,y ) =  

Yf£zo£tUi(x >y) is defined by

—b • VUq +  aUo = f (x ,  y) in 12
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Uq\x=i =  Uq\v=i =  0.

Since the regular part of the asymptotic expansion generally does not satisfy 

the boundary conditions at x= 0  and y= 0 , we have to introduce the boundary layer 

functions V(£, y) =  £,Vi{€,y) and W(x, if) =  £'Wi(x,r)) to eliminate the

discrepancies at x= 0  and y= 0  respectively, where £ =  x /e  and 77 — y/s.

The first two terms of V satisfy the following ordinary differential equations:

(Vo)ft +  fci(Vo)f =  0  , for £ > 0  

Vo|̂ =o =  — Uo(0, y ), Vo|̂ ->oo =  0

and

(^ i)#  +  bi(Vi)z =  b2 {Vo)y — a \ o , for £ >  0  

V1|?=o =  -f7i(0,y), T4l€->oo =  0 ,

respectively. Prom which we obtain the solution Vo(£, y) =  —Uq(0, y)e~bl̂ .

Similarly, we can obtain W${x, rj) =  —U0(x, 0)e~b2V.

Note that u —U—V —W  is not small near the corner (0,0) since the boundary layer 

terms overlay there. We need a corner layer function Z(£, rj) =  exZi(£,rf), to 

compensate for this discrepancy. The first two terms satisfy the following equations:

(Zo)tf +  (Zo)m +  bi(Zo)t +  hiZo)^  =  0j V£ > 0,77 >  0 ,

■̂ ole=o =  ~(Uo +  Vo +  Wo)|f=o5 ^o|»7=o =  — (Uq +  Vo +  Wo)|^=o 

Zo —> 0  as £ —> 0 0 , 7) —» 0 0 .

and

C^i)« +  {Zi)m +  bi(Zi)t + 62(^ 1) , =  aZ0, V£ > 0, tj >  0 ,

Zi|«=o =  —{Ui +  Vi +  Wi)|?=0, ^i|^=o =  ~(Ui + Vi + Wi)|,j=o

Zi —> 0 as £ -» 00 ,77  —> 0 0
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from which we obtain Zo(£,r]) =  Uq(0 , 0 )e hl*e btv.

L em m a 4.7 Let u be the solution of (4 .3)(4-4) and Uo 6  C 2(fl), then 

l-Rfo y)| <  Ce, for all (x, y) € ft =  12 U dQ., 

where R(x, y ) =  u(x, y )—uas(x, y) denotes the remainder in the asymptotic expansion 

ua3(x, y) =  U0(x, y) +  U0(£, y) + W0(x, rj) +  Z0(£, rj).

Proof. Consider the auxiliary asymptotic expansion 

uas(x, y) = U0(x, y) +  Vo(f, y) +eV i(f, y) +  WQ{x, rj) +eW l (x, rj) +  Z 0(£, ri)+eZi(£, rj) 

then from the above construction of these functions, we can find that

Leuas <  Ce and |na«|sn < Ce.

Consider the barrier function $ = Ce, we have

Le(<f>±uas) > 0 on ft and (<£ ±  tZ,u)|afl >  0, 

from Lemma 4.1 and this concludes our proof.

4.2.3 F in ite  E lem ent M e th o d  on Shishkin T ype M esh: C ase (I)

To construct a  Shishkin type mesh, we assume that positive integers Nx and 

Ny are divisible by 2 . In the x-direction, we can construct the Shishkin mesh by 

dividing the interval [0,1] into the subintervals [0, ax\ and [crx, 1]. Uniform meshes 

are then used on each subinterval, each with Nx/2  points. Here ax is defined by 

ax =  m in{l/2,26j’1£lnlVx}. More explicitly, we have

0  =  a?0 <  aji  < • • • <  s , • „ < • • •  <  xnx =  1 ,
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with i0 =  N x/2 ,  X{0 =  ax , and

hi =  2<rxNx 1, for z =  1, * - -, z0,

hi =  2(1 -  <rx)N ~l , for i = i0 +  1,•• - ,N X ,

where hi =  — Xj_i.

In the y-direction, we follow the same way above by dividing the interval [0,1] 

into the subintervals [0, <Jy] and [<r„, 1]. Uniform meshes are then used on each 

subinterval, each with N y/2  points. Here ay is defined by ay =  m in{l/2 ,2b ^ e  lniVy}. 

More explicitly, we have

Q = yo < y i  < •■■ < y j0 < ■■• < vnu = 1 ,

with jo =  Ny/2, yjo = oy, and

kj = 2ayNy 1, for j  =  1, • • •, j 0,

kj =  2 ( 1  — <ry)N~x, for j  = j 0 + l , - " , N y ,

where kj = yj -  z/j_x.

We shall assume that ax =  2b1xe\o.Nx and oy =  26j1elnJV'tr Otherwise 

in which case e is not so small, allowing this problem to 

be analyzed in the classical way, which is not of interest here.

The weak formulation of (4.3) is: find u  €  such that

B{u,v) =  (eux, vx) +  (etiy,vy) -  (b • Vu,v) + (au, v) =  ( / , v), V t) 6  H i (fi) ,

where (•, •) denotes the usual L2 (Q) inner product.

Denote the weighted energy norm by

IIMII =  M M '  +  e i M 2 +  IMI2} 1'2 . V « e  H i m  .
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Note that for any v 6  Hq(Q), we have

B(v, v) =  (evx, v x )  +  (evy, vy) -  (bivx, v) -  (hvy, v) + (av, u)

=  £ |K | | 2 +  e K | |2 +  a|M |2 > m in (l,a ) |||v |||2.

We seek the bilinear finite element solution uh € 5/,(Q) such that

B(uh, v) =  (£*4 ux) +  (suj, Uj,) -  (6  • V?A u) +  (auh, v) = ( f ,  v), Vv € ,(4.5)

where /  denotes the standard bilinear interpolation of f.

4.2.4 U niform  C onvergence A nalysis

In this subsection, we will use the asymptotic expansion given in subsection 4.2.2 

and the technique we used in Chapter 3 to prove that our FEM is first-order uniformly 

convergent in L2 norm.

Let us first prove some interpolation estimates for the solution u of (4.3)(4.4).

L em m a 4.8 For the solution u of (4-3)(4-4)> we have

(I) ||tt -  L u m *  <  C(N~2 In2 Nx +e),  Vi =  1, • • •, iQ , (4.6)

(II)  ||u -  < C (N~2 In2 Ny +  e), Vj =  1, - * *, jo (4.7)

(/') ||u -  n*u||0O|/| <  C (N~2 +  e), Vi =  z'o +  1, • • •, Nx , (4.8)

(II') ||u -  IlyttlL,*. < C (N ~2 +  e), Vj =  jo +  1, • • •, Ny . (4.9)

Proof. First, for i =  1, • • •, i0, by Lemma 2.7 and Lemma 4.6, we obtain

ll« -  n ,« ||00̂ . <  c h 2\\uxx\\oaj {

< Ch2i(  1 +  e~2) < C N ~2In2 Nx ,

since hi = 2oX/N X in this case. Hence (I) is true.
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Second, for i =  io + 1 , • • •, Nx, in this case re,-] C [ox, 1]. Use Lemma 4.7, we 

can write I lxu  in the form

nxu= nxu0 + nxvb + nxWo + nTZo + nxii

where IIxZ7o, n xVo, IIxWb, IIxZo and IIxi l  denote the linear interpolation in the x- 

direction to Uo, Vo, Wo, Zq and R, respectively.

Note that Uq(x , y) is independent of e, we have

11%  -  n .O o iL j, <  CA fiKO bU U ,, <  c n ~2 ,

where in the last step we used the fact that iVjT1 < h, <  2N~l for z =  z0 + 1 , • • •, Nx. 

By Lemma 2.8 and the expression of Vo, we have

IHW p y) -  n ,V S (p  jf)|UA <  2\\Va£ ,  yJlU j, < C e ^  < C e ^  = C N ;2 ,c c c

||Wb{a:, | )  -  IW o t* , < Cft?||(H'0),I ||ooA < C N ;2 , since e"*" < 1,

l | ^ ( f , f ) - n IZ o ( f , | ) | |00,ii <  2 | | z „ ( | , | ) | u A

< Ce * < Ce * =  C N X 2 ,

and

||R(x,y)  — n xil(a:, ^ < 2||i2||o0/; < Ce,

which concludes the proof of (I’).

Similarly, we can prove (II) and (II’) in the same way by symmetry consideration. 

Then we have:

Lem m a 4.9 For the solution u of (4-3)(4-4), we have

(I) ||tt -  n t i l l ^  < C(N~2 In2 N x +  N ; 2 In2 N y +  e),

(II)  ||u -  n a l lo o ^ x ^ ,! ]  < C(N~2 + N~2 + e).
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Proof. Using Lemmas 2.7, 2.8 and 4.8, we have

Ik — nu ii^ n  < ||« — +  ||n,(« — riyw)!!,  ̂^ (4.10)

< Ik — n,tt||00jj + |k — nytiiî Q (4.ii)
< max llw -n ^ ttlL  ; +  max Ik -  IL.mIL  ,

l<t<AT* 11 Moo,/* 1 < j < N y  V

which concludes our proof.

From now on, we denote x  — n u  — uh and assume

(A*) 0 < CXNX < N y < C2Nx,

(B*) e < max(N~2 In2 Nx, N ' 2 In2 Ny),

where (.4*) ensures that we have a quasi-uniform mesh [16, pp. 106] away from the 

boundary layers.

L em m a 4.10 Let r  =  [0, hx] x [0, hy], then for any v € Sh(fl) we have

(/)  jf  \vT\dxdy < C(A„/A,)1/2 ||t>||!jr , 

(II) f  \v,\dxdy<  •

Proof. (I) This result can be obtained by using the standard homogeneity ar­

gument [16]. Let r  =  [0,1] x [0,1], so r  can be obtained by the transformation 

x  =  hxx, y  =  hyy, where 0 < 5 F < 1 , 0  <  y < 1 . Hence we have

J* k®|d3.dy =  f j v z l f l  h x hy(fxdsy  =  h y J ^ \v x \d x d y

< Chy f  \v\dxdy — Chy f  M , \  dxdy =  f  \v\dxdy
Jr Jr hxhy hx Jt

<  C T t ' I M M M , ) 1' 2 =  | M k ,

which concludes our proof.

(II) The proof is similar to (I).
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Lem m a 4.11 For the solution u of (4-3)(4-4), under the assumptions of (.A*) and 

(B *), we have

( / )  | | ( 4 i ( n i . - t t ) „ x ) l l  <  c ^  +  jv - ' j i i w i i  

( / / )  < c f iv - ' +  w-'Jlllxlll

Proof. (I) Integrating by parts, we have

- (^ ( I I u  -  it)*, x) =  -  it), X x )

= ( /  + [  +  /  )6 i ( I I t t -  u)xxdxdy,
J  S \  JS% J S3

where Si =  [0 , 1 ] x [0 , <ry], S2 =  [0, ox\ x [<ry, 1] and S3 =  [ox, 1] x [oy, 1 ].

Note that

| I  b i ( I I u  -  u ) x x d x d y \  <  C p u  -  u ||o o ,S i  /  \ X x \ d x d y  
J Si  J S i

< C{N~2 In2 Nx -f N ~2 In2 Ny +e)(A rea 5 1)1/2 ||xa:||

<  C{NX2In2 Nx +  Ny 2In2 Ny +  e ) ln1/2 JVtf||e1/2 x*||,

and

| I  -  u ) x x d x d y \  <  C p i t  -  t i | |o o ,s 2 /  \ X x \ d x d y
JS% JS2

< C (N~2 In2 Nx +  Ny 2 In2 Ny +  e)(Area 5'2)1/2 [ |^ l |

< C(N ~2 In2 Nx -f N ~2 In2 Ny + e) In* JV,||e*x«ll-

Finally, by Lemmas 4.9 and 4.10, we have

| f  61 ( I l i t  -  u ) x x d x d y \  <  C\\Uu -  i t | |o o ,s 3 /  \ X x \ d x d y  
Js3 Js3

< C ( N ; 2 +  JV" 2 +  E  llxlkr
r e  S3

<  c (n ~2 + N ; 2 + e ) ( h , / h . y i * (  E  Hxlli,T)1/2( E 1 ) 1/2
t€S3 t€S3

<  c (n - 2 + n ; 2 + £)n x\\x \\2,s3
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where we used the assumption (A*) and the fact that

N - 1 < h x < 2AT- 1 and N ' 1 < hy < 2 N '1 in S3.

From the above inequalities and the assumptions of (A*) and (B*), we conclude 

our proof of (I). Here we used the fact that 0 < —jiff < 0.9 for JV > 1, since the 

maximum value is approximately equal to 0.8045, a value attained for N  = 12.1825.

(II) The proof is similar to (I).

T heo rem  4.1 Let u/, be the finite element solution of (4-5) and u be the solution of 

(4-3)(4-4)■ Under the assumption of (A*) and (£*), we have

\ \ u - u h\ \< C ( N ^ l + N ; 1).

Proof. Note that

C i | | |n t t - t t fc|||a <  B ( J l u - u h, H u - u h) (4.12)

=  B(Ilu — u, IIu — uh) +  B (u  — uh, IIu — uh) . (4.13)

By the definition of (4.5), we have

£ (IIu  — it, IIu — uh) =  e(V(IItt — u ), V x) — (P • V(IIu — it), x) +  (a(II« — u), x)  

Integrating by parts, we obtain

rZi ryj
£■((![« -  u)x, Xx) =  X  /  /  £( ^ u ~  u)xXxdxdy

l < i < N x , l < j < N y J x i ~ 1 yW -i

E
l < i < N x , l < j < N v '

E
l < i < N x , l < j < N v '

E r  e(nu-tt)|% Jfi_ 1X x d .y ,
l < i < N x , l < j < N v J y i ~ 1

< E  r  Î X*|dy-e*||n«-tt||00tjj
l < i < N x , l < j < N v

f 1 1 1= E /„ \z*Xx\dy• £*\\Llu — «||oo,n
1 AT J 01 <i<Nz
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=  12 i  L le*x*l d l / d s - ^ l i n u - t t l l ^
l < i < N x  0  J 0

=  e*N x \\Hu  — u H ^ j j • j f  \ e * X x \ d y d x ,

< Ce*Nx(N~2 In2 Nx +  N ~2In2 N y + <r)|Mx*||,

where we use the fact that Xx is independent of x in the above proof.

Similarly, we have

e((nu -  u)y, xy) < C s^N y(N~2 In2 Nx + N~2 In2 Ny +  fi-)lMxyll (4.14)

Also note that

(a(IIu -  u ), x )  < C'Hall^jjHnu -  u|| ||x|| <  C\\Bu -  u ll^ llx ll  (4.15)

< C (N ~2 In2 Nx +  N ~2 In2 Ny + <?)||IIu -  u&||. (4.16)

By Lemma 4.11, we have

|(6- V O Ia -u ) ,* ) !  <  C f N - 1 + W -1)IIWII (4.17)

Hence, combining above inequalities with assumptions of (A*) and (B *), we obtain 

|B(n«i -  u, Uu -  tt*)| <  C(JV-‘ +  JV-'Jlllxlll

On the other hand,

B(u — uh, Iltt — uh) =  ( /  — / ,  IIu — uh) (4.18)

< C 'l l / - 7 l l 0c)n l |n u - u A|| (4.19)

< C(N~2 +  lV"2)||nu  -  u*|| . (4.20)

Using (14)-(21), we have

|| |I I i i - u * || |  <  C { N - l + N ~ l )
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Therefore rising Lemma 4.9(1), we obtain

||u — ti*|| < ||tt-ntt|| + ||iitt-tt*|| < ||u-n«||00(jT + ll|nri-u,*||| (4.21)
< C(N~2 In2 Nx +  N ~ 2 In2 N y + e + N ~ l +  N ~ l ) . (4.22)

which concludes our proof.

R em ark  4.2 Unlike the reaction-diffusion type problems [72], we obtain only first- 

order uniform convergence rate in L 2 norm for the convection-diffusion type prob­

lems. This fact was also observed in one space dimension, cf. Kellogg and Stynes 

[63] and Roos et al. [110]. Since we can not use duality techniques [16] to improve 

error estimates for singularly perturbed problems, which depend on a small parameter 

e.

4.2.5 Streamline Diffusion Finite Element Methods

In this section, we will present a brief discussion about the widely used streamline 

diffusion method as presented by Johnson et al. [58].

A description of the streamline diffusion finite element method is as follows: Find 

the bilinear FEM solution uh € Shift) such that

B sd{uh, v) =  e(Vuh, Vv)  +  ( —6  • V u h +  auh, v — 8b- V v)  = ( f , v  — 5b- Vv),

for Vv e  Sh(ft). Here /  denotes the standard bilinear interpolation of f.

It is easy to see that for any v e  Sh, we have

B SD{v,v) = e||V u | |2 +  5\\b-Vv\\2 +a\\v\\2 =  | | |u | | | |D. (4.23)

Hence

|||IItt — < R 5 £,(IIu — uh, Hu — uh)

=  B s d ( I I u  - u , x ) +  B s d (u ~ u h,x)
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Note that

Bsd(Ru — u , x )  = B(Uu  -  u, x)  +  (b ■ V ( n «  -  u), Sb - V x )  -  (a(Ilu -  u), Sb - Vx)

B Sd(u ~  uh, x)  =  e(Vu, Vx) +  (~b -V u  + a u ,x ~  Sb-  Vx) ~ { f , X ~ S b -  Vx)

By carrying out a proof similar to that in last section, we can obtain uniform 

stability for |||IIu -  u^IHsjj only when S < Cen, where n > 1 . The different term 

originates in the perturbation term e(Au, Sb • Vx)- Since

|s(Au, 8b • Vx)| < e*||Am | | | |6  • VX|| <  CeSe~3/2\\b ■ Vxll < C Se^W e^b  • Vx||,

we see that only when S < Cen, n  > 1 can we obtain the uniform stability.

which corresponds to the case of a =  2 in (4.1). For simplicity, we assume that b and 

a are positive constants. It is easy to see that Le satisfies the same weak maximum 

principle. This problem is different from the last one in Section 4.2 in that it has 

complicated parabolic boundary layers [18, 34,116,129,131] at x=0 and x = l except 

for the ordinary exponential boundary layer at y= l.

and

=  —e(Au, Sb • V X) + ( f  — f , X ~  Sb - Vx)

4.3 Parabolic Boundary Layer Case

In this section, we consider the equation

(4.24)

(4.25)u = 0  on
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4.3.1 Derivative Estimates of the Solution

In this subsection, we will obtain some derivative estimates for the solution u of

(4.24) (4.25) under compatibility conditions H*. Since the proofs are very similar to 

those presented in the last problem, we will just sketch the important steps.

Lemma 4.12

(J) |u(s,?/)| <  C ( l - e ~ ^ Jd) on U ,

(II)  |it(ar, 2/)| <  Cy on Q. ,

( II I)  \u(x,y)\ < C ( l - e = ^ )  o n U ,

(IV)  | u ( s , y ) |  <  C ( l - e ^ r ^ )  on U .

Proof.(I) Use the barrier function <f>(x,y) = C(  1 — e â *-B').

(II) Use the barrier function <j>(x, y) =  Cy.

(III) Use the barrier function <f>(x, y) = C( 1 — e ^ ) .

(IV) Use the barrier function <f>(x, y) =  C(  1 — e a()~x)).

Lemma 4.13

(I)  \uy(x,y) \  < C e~2 on d fi,

(II )  \ux(x,y)\ <  Ce*1 on 3f2.

Proof.(1) By Lemma 4.12(1), we have

|« ,(* ,1 )| =  I linn,-,.-

< H m i  = m  

The rest of the proof is similar to Lemma 4.2.

Lemma 4.14

( J )  | (ar, j / )  | <  C ( l + e - 2 e  «*"w))  on D  ,

(II) \v,x( x ,y ) \< C ( l  + e - 1e=r L+ e - 1e = ^ )  o n t o .

55

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



-fe(l-y)
Proof.(I) Consider the barrier function <j>(x, y) =  C (1  + s~2e «3 ).

(II) Consider the barrier function <f>(x, y) =  C(1 +  +  e~le °ll~x)).

L em m a 4.15

(I) \Uyy(x,y)\ < Ce~4 on dft

( II)  \uxx(x, y)| <  Ce~2 on dfi .

Proof.(I) Using the given boundary conditions (4.25), we have uyy|I=o,i =  0. 

From equation (4.24), we have =  (bjg -  f ) / e 2\y=o,i < Cs~4.

(II) Using the given boundary conditions, we obtain uxx |8=0,i =  0. From equation

(4.24), we have

nXx\x=o,\ ~  f  /£  |x=o,i — Cb

L em m a 4.16

CO |tt|w(*»y)l <  C ( l + e -4) on n  ,

(II)  \uxX( x ,y ) \ < C ( \  + £~2e ~ ^  +  e_2e a(l_at)) on Q, .

Proof.(I) Use the barrier function <f>(x, y) = C( 1 +  £~4).

(II) Use the barrier function <f>(x, y) =  C(1 +  e- 2ezr £ +  e~2e ).

4 .3.2 T h e  A sy m p to tic  E xpansion

This subsection is based on the work of Butuzov [18]. Here we will use the zero 

order of Butuzov asymptotic expansion [18, pp.781, (5)]:

Uas = u0(x, y) +  Qo1}(6 > y) +  Qo2)(6 > y) + Vq(x, V) (4-26)

+p P ( Z i , v) + H 2Hz* v) +  4 1](Ci,y) + n i2)« 2,y ) , (4.27)

where & =  f , & =  V = ^  Ci =  $  and C2 =
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L em m a 4.17 Assume /(0 ,0 ) =  / ( l ,  0) =  0, then for sufficiently small e , we have

IA(x, y)| <  Ce , V(x, y) € f2,

where A (x,y) = u(x,y) — Uas(x,y) is the remainder of the above asymptotic expan­

sion.

The above result corresponds to the case n = 0 in [18, pp.787, Theorem]. In the

following we will present additional details for each term.

The regular part u0 satisfies the following equation [18, pp.781, (6 )]:

* duo 2 ^b—— 1- a uq — f ,  m S2, 
oy

M0(®jO) =  0

The parabolic layer function Qo^(£i>y) [18, pp.782] at x=0 satisfies

o i i  dy  
Q(o \o ,y )  = - u 0(0,y), Q ^ ( i i ,0 )  =  0 ,

Qo]( iu y )  o as ^ - 4  0 0  

Also we have the following estimates [18, pp. 783]:

d H m 1
< Ce for > 0,0 <  y < 1, ra =  0 ,1.

< C e -* 1, for ix > 0 , 0 < y < 1 , m =  0 , l , 2 .
1 dym

For the parabolic layer function (£2, y) at x = l we have the similar estimates

a s  Q o \ i i , y ) -

To eliminate the discrepancies introduced by uc(x,y), Q o \ i i , y )  and (£2, y) 

a t y = l, we need to define functions V0(x, rj), P ^ \ i i , r f )  and P o \ i 2 ,y)  as follows:
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The function Vo(x, rj) satisfies the following equation:

V0(x,0)  =  - u Q(x ,l)

Prom which we obtain its solution as Vo(x,i)) = —uq(x , l)e~bn. Hence we have

\Vo(x,r})\ < Ce~av, for 77 > 0 

The function P<j^(£i, v) satisfies the following equation:

- - > •
Po(1)(6 ,o) =  - g l 1)(6 , i )

Po^(£iiV) 0 > when 77 —> 0 0

Prom which we obtain its solution as Po^(fi, v) =  — l )e~&r?. Hence 

|P0(1)(6 ^ ) I  < Ce~a^ \  for 6  > 0 , 7? > 0 .

Similarly, we can find that Pq2̂ (£2, v) =  —Qo^ (£21 l)e~bn.

To eliminate the discrepancies introduced by functions Vo (a;, 77) +  Po^(£i, 77) and 

Vo(x,rf) + P0(2)(£2 , 77) a t the corners (0 ,1 ) and (1,1), we use the functions (Ci> v) 

and p£2)« 2, V)-

Function P ^  (Ci,V) satisfies the following equation [18, pp. 786]:

a 24 X) d2^  SP?* n r  ̂ n
~ d c T  +  ~ d ^ ~  +  b' W  =  0 for C l > ° 5 v> 0

4 1](Cu 0) = 0 , 4 X)M  =  -(^o(1)(0,77) +  Po(1)(O,77))

Po1)(Ci>’?) -> 0 , when \JCi+V2 0 0

Its solution is given by [18, pp. 786, (35)]:

& , n) =  m  n)e-w  +  (V„(1> (0 , „) +  i f 1 (0 , ,
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where [18, pp.787, (41)]

\R(Cur])\<Ce-aV ^

From which we obtain

| 4 1 } ( C i , t ? ) I  <  C e - ^ + i )

Similar results hold true for 4 ^(C2 > )̂-

4.3.3 F in ite  E lem ent M eth o d  on S hishk in  T ype M esh: Case (II)

To construct a  Shishkin type mesh, we assume that the positive integer N x is 

divisible by 4 while Ny is divisible by 2. In the x-direction, we can construct the 

Shishkin mesh by dividing the interval [0,1] into the subintervals [0,ax], [crx, 1 — 

crx] and [1 — ax, 1]. Uniform meshes are then used on each subinterval, with N x/4  

points on each of [0, <jx] and [1 — ax, 1] and N x/2  points on [a*, 1 — ax]. Here ax is 

defined by ax =  m in{l/4,2a- 1elniVa.}. More explicitly, we have

0  =  x0 < x x < • • • < x io < • • • <  xNx- io • • • < xNx = 1 ,

with i0 = Nx/ 4, x io = ax, x Nx- io = 1 -  crx, and

hi = AfrxN ^ 1i for i = l , - ‘ ,io ,Nx -  io+ Nx, 

fu = 2 ( l - 2 a x)N~1, for i  = i0 + 1,-■ • ,N X -  i0 ,

where hi = Xi — x ^ i .

In the y-direction, we follow a similar procedure to that outlined above by dividing 

the interval [0,1] into the subintervals [0,1 — ay\ and [1 — ay, 1]. Uniform meshes 

are then used on each subinterval, each with Ny/2  points. Here ay is defined by 

oy =  xnin{l/2,2b~1e2 In Ny}. More explicitly, we have

0  =  yo < yi < • • • < yj0 < • • • <  hnv =  1 ,
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with j 0 = Ny/ 2, yjo =  1 -  <ry, and

kj = 2 (1  -  oy) N - \  for j  = 1 , • • -, j 0, 

kj = 2oyN ~ l, for j  =  j 0 -1-1, — , Ny ,

where kj = yj -  y j - X.

We shall assume that ax =  2a~1eha.Nx, ay =  2b~1e2 InN y. In the following we 

will use the same notations as last section.

The weak formulation of (4.24) is: find u € Hq(CI) such that

B(u, v) =  (s2Vu, V v ) +  (buy, v) +  (a2u, u) =  (/, v), V v € (^) > (4.28)

We seek the bilinear finite element solution uh € 5/,(f2) such that

S (u /l, u) =  (e2V uh, Vu) +  (buy, v ) +  (o2uA, u) =  ( / ,  u), V v € Sk(JI) , (4.29)

where /  denote the standard bilinear interpolation of f.

In this section we use the following weighted energy norm

111*111. =  {s2 I M 2 +  £'2 IKII2 +  IMI2}1/2, V « e

Note that

B(v,v) =  e2\\vx\\2 +  e2\\vy\\2 +  (b^,v)  +  {a2v,v)

> min(l, a2)(s2 ||ux | | 2 +  e2 \\vy \\2 +  ||u||2)

=  m in(l,a2) |||u | | | 2

4.3.4 U niform  Convergence A nalysis

In this section, we will prove the almost second-order uniform convergence rate 

in L 2 norm for the problem (4.24)(4.25). The proofs are similar to those presented 

for the last problem. Hence we just provide some important steps.
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L em m a 4.18 For the solution u of (4-24)(4-25), we have

( /)  ||u — < C{NX 2\n2 Nx +£■), Vi =  1, • • -,io, Nx — io +  1, • • • , Nx

( / ')  ||u  — Ilajull^ j. <  C{NX 2 +  e), V i =  z'o +  1,• • - ,NX — io,

(I I )  ||« -  n^ llo * * , < C ( N ; 2 In2 Ny +  e), Vy = j 0 + 1 , .  • ., Ny ,

{II') ||« -  < c {n ; 2 +  *), v j  = 1 , • • •, * .

Proof. The proof is similar to Lemma 4.8 except that here we will use the asymp­

totic expansion and the estimates in subsection 3.2.

By carrying out the similar proof of Lemma 4.9, we obtain

Lem m a 4.19 For the solution u of (4-24)(4-25), we have

{I) ||u -  I I u l l ^  < C{N~2 In2 Nx +  N~2In2 Ny + e),

{II)  ||u -  n u ||oo,[ffrtl_ff.]x[0li_<r,] < C{N~2 +  N y 2 +  e).

L em m a 4.20 For the solution u of (4-24)(4-%5)> under the assumptions of {A*) and 

{B*), we have

Il(i(n«-t0„x)|| < C(AT-‘ + JV̂ JIIIxlll..

Proof. Carrying out an integration by parts,

(6(IIu -  u)y, x) = ~{b{Uu -  u), Xy)

=  + / + / + £  “  u ) X y d x d y ,
J S  l J 02 J S s  JS4

where 5X =  [0 ,<r*]x[0 , l - o - J , 5 2  =  [a*, l-<r*] x [0, l-o r,],5 s  =  [ l - o * ,  1] x [0, l-< ry] 

and S4 = [0 , 1] x [1 — ay, 1].

Note that by Lemma 4.10, we have

| f  b{Hu -  u )xvdxdy\ < C\\Hu -  «||ooa f  \xv\dxdy
•>S 1 JS i
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< C '| |n u - u | |00>s1(^ //l j ,)1/2 Wxlkr
r£5i

< c||n« -  uWoo'sAhx/hyY^i 5Z llx ll|r)1/2( £  x)1/2
reSi t€Si

<  C\\Uu -  tt||oo,sl ( ^ M s ) 1/2(-/VxiVy)1/2||x ||2 ,s1

< C (N~2 In2 iV* +  iV~ 2 In2 Ny + e)e~*Ny In* JV.IIxlk*,

where in the last step, we used Lemma 4.19 and the fact that

hx =  2a~1eN ~1 ln N x and JV“ 2 < hy < 27V"1 in Sx.

Similarly, we have

| [  b(Hu -  u)Xydxdy\ < C (N~2 In2 Nx +  N~2 In2 Ny + e)ell2Ny In* JV.HxIk*.
JS3

and by Lemma 4.10, we have

| I b(Ilu -  u )xvdxdy\ < C ||IIu -  u||oo,s2 f  \Xy\dxdy 
JS2 JS2

< C W U u - u W ^ i h x / h y ) 112 X) IIXII2,t
t€S2

< cum . -  <<IUs,(At /fc»)1/!( E  ||xllI,r )1/2( E  1)1/2
TGS2 res2

< d i m .  -  tt||« s,(iv ,/JV .)V J(AUV,)1/I ||x ||v ,

<  C(JV-J +  JV-2 +e)JV„||xll2A

where we used the fact that

N - 1 < h x < 2N~1 and IV' 1 < hy < 2N~l in S2.

Finally,

| f  b(Uu -  u )xydxdy\ < C||IItt -  till*,,* f  \xy\dxdy
JS4 JS4

< C(N~2 In2 Nx +  N~2 In2 Ny +  e)(Area S ^ l l x J k s *

< C(N~2 In2 Nx + N~2 In2 Ny + e) In1/ 2 Ny\\eXy\hs<.

62

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



From above inequalities and the assumptions of (A*) and (£?*), we conclude our 

proof. Here we used the fact that 0 <  < 0.9 for JV > 1, since the maximum

value is approximately equal to 0.8045, which is achieved at N  = 12.1825.

T h eo rem  4.2 Let Uh be the finite element solution of (4-29) and u be the solution 

of (4-24)(4-25). Then under the assumptions of (A*) and (B*), we have

W u - u ^ i C K ' + N - 1).

Proof. Note that

C i|||IIu  — < B(Uu — uh, Ihi — uh) (4.30)

=  B(Hu -  u, IIu -  uh) +  B(u -  uh, IIu -  uh) . (4.31)

From (4.29) we have

B(Uu - u , U u -  uh) = s2(V ( I I u  -  u ), V%) +  (6 (IIu -  u)y, x) + {a2(Uu -  u), x) 

Integrating by parts, we obtain

pXi ryj
e2((IIu -  u ) x , X x )  = Z  /  /  e 2 { U u  -  u ) x X x d x d y

l < i < N x , l < j < r * v  J x i ~ i  J y i ~ 1

Z  r  £2 ( n u - u ) | Iz ll .X xdy ,
l < i < N x , l < j < N y

< Z  [ V}
1<»<JV*,1 < j < N v

= Z  [  k x * M » -e ||n t t -u | | 00i5
1<«<JV* 0

= Z  [  L Î Xarl d y d x  • £11IIu l̂looJU’
1 < i < N x J 0  J 0

= £Nx\ \ I lu -u \ \  a  - [  f  \exx\ dydx,
' Jo Jo

< C£Nx(N~2 In2 Nx + N~2 In2 Ny + e)\\£Xx\l 

where we used the fact that X x  is independent of x in the above proof.
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Similarly, we have

e2 ((IIt< -  u)u, x , )  < C sN ,(N -H n 2 + N -H n 2 N ,  + e ) ||e x ,l l  

Also note that

(a2 (II« -  u), x)  < C,||a2 |loo,nlln u  “  «ll llxll <  C\\Uu -  u ||0O,r||xII (4.32)

< C {N ;2 In2 Nx +  N ~2 In2 N y + e ) ||IIti -  uft||, (4.33)

Combining with Lemma 4.20, we have

|B(n« - u , n u -  « fc) |  <  c c n - 1 +  N - 1).

On the other hand,

B (u  — uh, II« — uh) =  ( /  — / ,  IIm — uh) (4.34)

<  c \ \ s -  7 lL s l i n «  -  tt‘ ll <  c ( w r 2 +  jy -2) . (4 .35)

Combining (4.32)-(4.35), we have

llinu -  < c (n ~1 + jv-1).

Therefore combining this with Lemma 4.19, we obtain

l|u-u'*|i < ||u-nu|| + ||nu-iifc|| < ||«- nttii^ + innti-u*!II
< C{N~1 +  N ^ 1) 

which concludes our proof.

4.3.5 Streamline Diffusion Finite Element Methods

For the problem (4.24)(4.25), Zhou and Rannacher [136] discussed the local su­

perconvergence property of the streamline diffusion method. Here we will show that
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the streamline diffusion FEM will has the same uniform stability as the standard 

FEM on our Shishkin type mesh.

The streamline diffusion finite element method: Find uh € 5h(f2) such that

B sd (uh, v ) =  e2(Vuh, Vv)  +  (bu£ +  a2uh, v + 8bvy) =  ( /, v +  Sbvy), Vv e

where /  denotes the standard bilinear interpolation of f.

Then it is easy to see that: for any v e  5/,(0), we have

B SD(v, v) =  e2||Vu||2 +  6 5 ||u y ||2 +  a 2 | |u |j2 =  | | | « | | | | D . .

Hence

l l |n « - « fc|||ix). <  B sd (Bu -  uh,TLu -  uh)

=  B sd  (n« -  u ,  x) +  B sd { u - u h, x)

Note that

B s d (Uu -  u, x) = B(Uu -  u, x )  +  ( 6 ( I I i t  -  u)y, Sbxy) +  ( a 2 ( I I u  -  u ), 6bxv) 

and

B SD( u -  uh, x )  =  B s d (u, x ) ~ B SD(uh,x)

=  e2(Au, 8bxy) +  ( /  -  7 ,  X +  5bxy)

By carrying out a proof similar to the one in the last section, we can obtain 

uniform stability for |||IIm — only when 5 < Cen, where n > 2. The problem

originates from the perturbation term s2(Au, 8bxy)- Since

k*(A«,»*)| < C£2i||Au||||x„|| < Ce2ie“3||xsl| < C7fe-2[|ex»ll.

we see that only when 8 < Csn, n >  2  can we obtain the uniform stability, where in 

the second inequality we used the result of Lemma 4.16.
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4.4 Numerical Experiments

In this section, we will illustrate our methods with two numerical examples. The 

first one has only typical exponential boundary layers, while the second one has both 

exponential boundary layers and parabolic boundary layers.

In the following figures, we use (a) to indicate the left figure and (6) to indicate 

the right figure in each group, respectively. Since our problems are nonsymmetric 

and very ill-conditioned, we use a preconditioned ILUT-GMRES solver from the 

SPARSKIT package provided by Saad [111].

4.4.1 Example 1.

The first example we tested corresponds to the problem given by equations

(4.3)(4.4) where 6 i =  62 =  l>a =  2 and f is chosen appropriately such that the 

exact solution is

u(x, y) = ( 1 -  e~x/e)(l -  e~v/£)(l  -  x )(l -  y).

We see that this solution has typical exponential boundary layers at x=0 and y=0. 

We choose a bilinear interpolation 11/ of /  as /  and Nx = N y = N. The numerical 

results of our experiments are presented for values of e ranging from 1 0 “ 8 to 1 0 - 2  

and for mesh resolutions of N=12, 24 and 48, respectively.

First we tested our standard FEM on Shishkin mesh. The computed L2 error is 

provided in Table 4.1. To see more accurately the convergence order, we provide the 

computed convergence rate

R ?  = (In e?  - I n  e2iV) / l n 2

in Table 4.2. Here is the L2 error between the exact solution u{x, y) and the 

computed solution uh(x,y),  where h =  1/AT. From Table 4.2, we see that uh(x,y)  

approximates u(x,y) uniformly to almost second-order in L2 norm, which is a better
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result them  predicted by our theoretical analysis. The condition numbers for the 

coefficient matrices resulting from the FEM discretization of this problem are pro­

vided in Table 4.3. Here we calculated the condition number by MATLAB. Using 

an inverse estimate [16], we can easily see that the condition number K(A)  of the 

coefficient matrix A for this FEM is bounded by 0 {eN 2 In- 2  N), which was also 

shown by Roos [107]. From Table 4.3, we see that our numerical results are very 

consistent with the theoretical condition number. The pointwise errors Uh -  u  are 

plotted in Figures 4.1-4.6 for different e and N. The results obtained show very clearly 

the uniform convergence rate. They also show that the larger error originates from 

boundary layers, where in our case the boundary layers are located at x= 0  and y = 0 . 

The error also displays some oscillations and they pollute other parts of the domain 

starting from the corner and boundary layers, which is normal for the standard FEM 

for such convection-diffusion type problems [23, 58, 135]. To compare our standard 

FEM with the classical standard FEM on uniform mesh, we performed same compu­

tations for the standard FEM on uniform mesh, and we present the results in Figures 

4.4(b)-4.6(b) for e =  10-3. When e becomes smaller, the error amplitude becomes 

very large. From these results we see that our standard FEM on the Shishkin type 

mesh performs much better than the classical standard FEM in as far as the error 

amplitude is concerned. The pollution range is not clear, since the plotting scale is 

not of the same order of magnitude.

Then we investigated the streamline diffusion (SD) FEM on our Shishkin type 

mesh and the standard streamline diffusion FEM [58]. Here in order to ensure global 

uniform convergence, we took the diffusion parameter to be S =  e2. Unfortunately, 

in this case our SD FEM does not improve upon the standard FEM solution. The 

pointwise errors are exactly the same as the standard FEM. The reason is that the 

diffusion parameter S is too small to have any sizable effect. Then we tried the 

widely used choice of S = l /N.  The results with the SD FEM on our Shishkin mesh
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and uniform mesh are presented in Figures 4.7-4.12. Even though our SD FEM 

on Shishkin mesh exhibits some oscillations, both methods display a very good local 

uniform convergence, a fact which was proved recently by Zhou and Rannacher [136], 

where they also measured accurately the convergence rate for the local pointwise 

error.

4.4.2 E xam ple 2.

The second example is for the problem given by equations (4.24)(4.25) where 

b = 1 , a =  1  and f  is chosen appropriately such that the exact solution is

u(x,y)  =  (1  — e~x/£){ 1 — e~(1-z^ e)(l — e~^~y^ £i)y.

This solution has the typical exponential boundary layers a t x=0 and x = l, and it has 

a parabolic exponential boundary layer at y = l. We choose a bilinear interpolation 

II/  of /  as /  and JVX =  Ny =  N. The numerical results of our experiments are for 

values of e ranging from 10- 6  to 10- 2  and for mesh resolutions N=12, 24 and 48, 

respectively.

First we tested our standard FEM on Shishkin mesh. The computed L2 norm is 

provided in Table 4.4. To see more accurately the convergence rate order, we provide 

the computed convergence rate in Table 4.5. From Table 4.5, we see that uh(x, y) 

approximates u(x,y) uniformly to almost second-order in L2 norm, which is better 

than expected from our theoretical analysis. The calculated condition numbers using 

MATLAB for this problem are provided in Table 4.6. From these results we see that 

the condition number is just proportional to e -1. It is better than the predicted 

theoretical condition number which should be proportional to e~2. For the sake of 

comparison, we performed the computations for standard FEM on the Shishkin mesh 

and uniform mesh. The pointwise errors u^ — u  are plotted in Figures 4.13-4.18 for 

different e and N, respectively. We see that the large error also originates from 

boundary layers, where in our case the exponential boundary layers are located at
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x=0 and x = l, and the parabolic boundary layer is located at y = l. The error also 

displays some oscillations and it polluted other regions of the computational domain 

by propagating from the exponential layer y = l. We conclude that our standard FEM 

on the Shishkin type mesh performs much better than the classical standard FEM 

in both the error amplitude and the oscillation frequency.

As for the SD FEM, our SD FEM does not improve the standard FEM as well as 

in example 1. This, since in order to ensure global uniform convergence, the diffusion 

parameter 8 should satisfy 8 < Cen, n  > 2, a value which is too small to have any 

effect. We tested 8 =  s 3, which yields almost the same solutions as the corresponding 

standard FEM. Then we tried the popular choice 8 =  1/N.  The results with the SD 

FEM on our Shishkin mesh and uniform mesh are presented in Figures 4.19-4.24. 

They show that no oscillation occurs for either of the SD FEMs. Both methods 

display very good local uniform convergence, but the SD FEM on our Shishkin type 

mesh resolves the exponential boundary layers in a much better fashion than SD 

FEM on the uniform mesh. As N grows larger, the error is dominated only by the 

parabolic boundary layer.

4.4.3 Conclusions

Our numerical examples show that both SD FEMs on the Shishkin mesh and the 

uniform mesh with 8 = 1 / N  provide a much better control on the error oscillations 

than the standard FEM. The results also show that both methods display an excellent 

local uniform convergence, a fact which was proved recently by Zhou and Rannacher 

[136] for an almost rectangular mesh, where they also measured accurately the con­

vergence rate for the local pointwise error. For the one space dimension problem, 

Guo and Stynes [46] recently proved the global uniform convergence for a SD FEM 

on a Shishkin mesh. But it still remains an open problem [46] whether the global 

uniform convergence can be retained for SD FEMs in two space dimensions, which is
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the reason why additional work was dedicated to local error analysis, cf. Johnson et 

al. [58], Zhou and Rannacher [136] and Wahlbin [133]. Numerical results (see Tables

4.2 and 4.5) show that our standard FEM on Shishkin type mesh is GUC to almost 

second-order in L 2 norm, which is better than our theoretical analysis. At present, 

it is still unknown if this almost second-order convergence rate can be obtained the­

oretically for convection-diffusion type problems (this problem is still unsolved even 

in one space dimension [63]), or if it is just a superconvergence phenomenon [136]. 

Further investigation of this topic is certainly required. Even though our standard 

FEM on Shishkin type mesh is GUC, it still displays some oscillations around the 

boundary layers. Other more stable techniques are under development, such as, the 

stabilized FEM and the techniques developed recently by Franca and Hughes et al. 

[17, 41], along with those discussed in Zienkiewicz and Taylor [135, Ch.12] and Carey 

and Oden [23, Ch.5].
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Table 4.1: Errors in L 2 norm for Example 1

N

£ 12 24 48

1.0D-02 3.9353295D-03 9.5865477D-04 3.1808308D-04

1.0D-03 5.9899591D-03 1.4755047D-03 2.8507499D-04

1.0D-04 6.3435845D-03 1.7507047D-03 4.3802338D-04

1.0D-05 6.3808889D-03 1.7849438D-03 4.6954562D-04

1.0D-06 6.3848394D-03 1.7884465D-03 4.7321017D-04

1.0D-07 6.3851212D-03 1.7887975D-03 4.7356168D-04

1.0D-08 6.3851677D-03 1.7888327D-03 4.7359686D-04

Table 4.2: Convergence rates R £  in L2 norm for Example 1

N

£ 12 24

1.0D-02 2.0374 1.5916

1.0D-03 2.0213 2.3718

1.0D-04 1.8574 1.9989

1.0D-05 1.8379 1.9265

1.0D-06 1.8359 1.9182

1.0D-07 1.8357 1.9174

1.0D-08 1.8357 1.9173
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Table 4.3: Condition numbers for Example 1

N

£ 12 24

1.0D-02 131.7961 393.1111

1.0D-03 1.2027e+03 3.4905e+03

1.0D-04 1.1963e+04 3.4211e+04

1.0D-05 1.1958e+05 3.4154e+05

1.0D-06 1.1958e+06 3.4148e+06

1.0D-07 1.1958e+07 3.4147e+07

1.0D-08 1.1958e+08 3.4147e+08

Table 4.4: Errors in L2 norm for Example 2

N

£ 12 24 48

1.0D-02 9.3876868D-03 2.9110260D-03 8.7095706D-04

1.0D-03 7.7191053D-03 2.1519899D-03 5.8664613D-04

1.0D-04 7.5300586D-03 2.0551015D-03 5.4455535D-04

1.0D-05 7.5100947D-03 2.0453154D-03 5.4109647D-04

1.0D-06 7.5063255D-03 2.0440796D-03 5.3940714D-04
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Table 4.5: Convergence rates in L 2 norm for Example 2

N

£ 12 24

1.0D-02 1.6892 1.7409

1.0D-03 1.8428 1.8751

1.0D-04 1.8735 1.9161

1.0D-05 1.8765 1.9184

1.0D-06 1.8767 1.9220

Table 4.6: Condition numbers for Example 2

N

£ 12 24

1.0D-02 513.0415 973.9048

1.0D-03 5.6629e+03 1.1022e-f04

1.0D-04 5.7141e+04 1.1148e+05

1.0D-05 5.7192e+05 1.1161e+06

1.0D-06 5.7194e+06 1.1161e+07
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Figure 4.1: Example 1: Standard FEM on Shishikin mesh for e =  10“3: (a) N=12 
(b) N=24

Figure 4.2: Example 1: Standard FEM on Shishikin mesh for e =  10~5: (a) N=12 
(b) N=24

- 0.02

Figure 4.3: Example 1: Standard FEM on Shishikin mesh for e =  10~7: (a) N=12 
(b) N=24
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Figure 4.4: Example 1: Standard FEM: (a) N=48, e =  10-3, Shishkin mesh (b) 
N=12, e = 10~3, Uniform mesh

Ua1
3.

Figure 4.5: Example 1: Standard FEM: (a) N=48, e =  10-5, Shishkin mesh (b) 
N=24, e =  10-3, Uniform mesh

Figure 4.6: Example 1: Standard FEM: (a) N=48, e =  10-7, Shishkin mesh (b) 
N=48, £ =  10-3, Uniform mesh
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Figure 4.7: Example 1: SD FEM on Shishikin mesh for e =  10 3: (a) N=12 (b) 
N=24

Figure 4.8: Example 1: SD FEM on Shishikin mesh for e  =  10 r : (a) N=12 (b) 
N=24

-0.05

-0.15*

Figure 4.9: Example 1: SD FEM on uniform mesh for e =  10 3: (a) N=12 (b) N=24
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Figure 4.10: Example 1: SD FEM on uniform mesh for e =  10-7: (a) N=12 (b) 
N=24

Figure 4.11: Example 1: SD FEM for N=48, e =  10 3: (a) Shishkin mesh (b) 
Uniform mesh

Figure 4.12: Example 1: SD FEM for N=48, e =  10-7: (a) Shishkin mesh (b) 
Uniform mesh
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- 0 .01 :

Figure 4.13: Example 2: Standard FEM for N=12, e = 10 2: (a) Uniform mesh (b) 
Shishkin mesh

Figure 4.14: Example 2: Standard FEM for N=12, e =  10-6: (a) Uniform mesh (b) 
Shishkin mesh

Figure 4.15: Example 2: Standard FEM for N=24, e =  10~2: (a) Uniform mesh (b) 
Shishkin mesh
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Figure 4.16: Example 2: Standard FEM for N=24, e =  10 6: (a) Uniform mesh (b) 
Shishkin mesh

Figure 4.17: Example 2: Standard FEM for N=48, e =  1.0 2: (a) Uniform mesh (b) 
Shishkin mesh

Figure 4.18: Example 2: Standard FEM for N=48, e =  10 6: (a) Uniform mesh (b) 
Shishkin mesh
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Figure 4.19: Example 2: SD FEM for N=12, e =  10 2: (a) Uniform mesh (b) 
Shishkin mesh

Figure 4.20: Example 2: SD FEM for N=12, e =  10 6: (a) Uniform mesh (b) 
Shishkin mesh

Figure 4.21: Example 2: SD FEM for N=24, e =  10 2: (a) Uniform mesh (b) 
Shishkin mesh
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Figure 4.22: Example 2: SD FEM for N=24, £ =  10 6: (a) Uniform mesh (b) 
Shishkin mesh

Figure 4.23: Example 2: SD FEM for N=48, £ =  10"2: (a) Uniform mesh (b) 
Shishkin mesh

Figure 4.24: Example 2: SD FEM for N=48, £ =  10 6: (a) Uniform mesh (b) 
Shishkin mesh
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CHAPTER 5 

THE TWO-PARAMETER MODEL

5.1 Introduction.

In this chapter, we consider the following singularly perturbed elliptic boundary 

value problem:

du
L£u = - e 2 ij?  A u  + eA (x ,y )—  + a2 (x ,y)u  = f(x ,y ,e ,i i)  in fl, (5.1)

u =  0 on dft , (5.2)

where e and fi are two small positive parameters, A is the Laplacian, and dft is the 

boundary of ft.

5.2 D erivative E stim a tes

To obtain pointwise derivative estimates for the solution of (5.1)(5.2), we assume 

that the functions A, a and f are so smooth th a t u  G C3(f2), where £2 =  ft  U dft. 

Hence f=0 at the four corners is implied[108]. To avoid lengthy technicalities, we 

assume that A is a  positive constant and a > \  min(ai, A) > 0. When A is not a 

constant function, similar derivative estimates can be obtained under some restrictive 

assumptions[108, 103].

In this section we will make repeated use of the following weak maximum princi­

ple:

Lem m a 5.1 For any functions w(x, y) € C 2 (fl) Pi C°(fl), if w > Q on dft and 

L£w  > 0 on ft, then to > 0 on ft.
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Proof. It can be proved easily by contradiction, cf. Eckhaus [34, Lemma 6.2.1.1].

Lem m a 5.2

(I) Kz,2/)I <  C(1 -  e x p (-— )) on H ,£\l

(II)  |u(x, 2/)| <  C(1 -  e x p ( - ^ ^ — —)) on f i ,
£H

(III)  \u(x, y)| <  C(1 -  e x p (-— )) on ,
e

(IV ) |u(x,?/)| <  C( 1 -  exp(— - i-~- ~2~^ )) on Tl .
Eft-

Proof.(I) Use the barrier function <p(x, y) =  C(1 — exp(—̂ ) ) ,  by simple 

tions, we have

Le(<j> ±  u) =  Ca2[l -  (1 -  e x p (-— )] ±  /
Qt € f l

> 0, for sufficiently large C.

Then from (<j> ±  u)|an > 0 and Lemma 5.1 we conclude our proof.

(II) Use the barrier function <j>(x,y) =  C( 1 — exp(—

(III)Use the barrier function <j)(x,y) =  C( 1 — exp(—̂ ) ) .  Note that

Le(<j>±u) = e2n 2C ^ -e x p (—^ - ) + £ A C — exp(—^ - )
£* £ £ £ 

+a2C (l — e x p (-— )) ±  /
£

If exp(— > | ,  then we have

Le(<f> ± u ) >  \ a 2C ±  f
o

otherwise, we have 1 — exp(— S | ,  then we have

Le(<t> ± u ) >  \ a 2C ±  f
O

In both cases, we can have Le(<f>±u) > 0 for sufficiently large C.
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(IV) Use the barrier function <j)(x,y) = C( 1 — exp(— - ^ ^ )). Then by simple 

calculations, we have

L ,(4 ,± u ) -  — ■ exp( -  -■& 7  ^ ) +  a 2C ( l  -  e x p ( -2^ (1 7  y ))) ±  /  (5.7)
[JL EfJL c / i

>  0, for sufficiently large C. (5.8)

Here we used the same procedure as (III) and the fact that ^  > 1.

Lem m a 5.3

(I) |ux(x, y)| <  C(e/i)_1 on dQ, (5.9)

(II )  |uy(a;,0)| <  C e~ \ \uv(x ,l)\ < C ^fx 2) - 1 and \uy(x ,y ) \ x=0<1 =  0.

Proof. By using Lemma 5.2, the proof is all the same as [73, Lemma 2.1.3]. 

Lem m a 5.4

(I) \ux (x,y)\ < C( 1 +  —  e x p (-— ) +  —  e x p ( -^ i^ — —)) on Q ,
£ f l  £ f l  £ f i  £ \ L

(II)  \uy(x,y)\ < C (  1 +  ^  e x p ( - ^ )  +  ^  e x p ( -^ * -  ^ )) on Q . 

Proof.(I) Consider the barrier function

(f>(x, y) = C ( \  + j -  exP(—~ ~ )  +  JZ  e x p ( - -1-(1 ~- - ) )),
£(JL £ fJL  £ f l  £fJL

then by simple calculations, we obtain

Le(4> ±  ux) =  a2C  +  — (a2 -  a2)(ex p (-— ) +  e x p ( - ^ ^ — —)) ±  ( fx -  (a2)xu)
S[JL EJJi E f J

> 0 for sufficiently large C , (5.10)

combining with Lemmas 5.1 and 5.3, concludes our proof.

(II) To prove (II), we use the barrier function

4>(x, y) =  C(1 +  i  exP(—~ )  +  exp(- ^ ~ -̂ ))
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then by simple calculations, we have

Le(<t> ±Uy) = a2C + ^  e x p ( - ^ ) ( a 2 -  A 2n 2 -  A2) (5.11)

6XP(“  ̂ e n 2 ±  (/v “  (5'12)
> 0 for sufficiently large C , (5.13)

combining with Lemmas 5.1 and 5.3, concludes our proof.

Remark 5.1 From our derivative estimates, we see that there is a boundary layer 

at each side, which is different from the ordinary convection-diffusion problem[73, 

Section 3]. There exists no boundary layer at y=0 when the convection term does 

not have a small parameter.

Remark 5.2 Our estimates were obtained for a generalized function f(x ,y ,e ,p ) ,  

which has the following boundary layer properties:

| f ( x ,  y, £,fi) | < C , V (x, y ) e U  (5.14)

I fx(?, y, e, ̂ )| < C( 1 +  —  exp(—— ) +  —  e x p ( - ^ — ^ ) ) ,  V (x , y) € Q
SfJL  SfJL  S fJL  S f l

\fy{x ,y ,e ,p )\ < C (  1 +  j  e x p ( - ^ )  +  ~  e x p ( - - ^ - <2 ^ )), V (x,y) e U
c  c  c  fJL SfJL

5.3 The Asymptotic Expansion

This section is based on the work of Butuzov [20]. Consider the Butuzov asymp­

totic expansion[20]:

Vo = «oo + E  nS + i ;  WS + P m ) ,
1 = 1  1 = 1

then we have
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Lem m a 5.5 [20, Theorem 1] For sufficiently small e and y , we have

|u(x, y) -  U0(x, y)| < C ( s  + y), V(z, y) e  ft. (5.15)

In the following, we will present additional details for each term.

The regular part Uoo(x, y) =  f{ x , y, 0 ,0 )/a 2(x, y).

The ordinary boundary layer function IIoo {x, %) at Ti(0 <  x < 1, y  =  0) satisfies:

O T ) l

IIoo (*|0) =  -uoo(z,0 ), 11$  (2 , ft) -»> o as 771 oo (5.17)

from which we have

|n $ ( * ,f t ) |  <  C e x p ( - a r j i ) ,  f t  >  0 (5.18)

where a  is a positive constant (here and in the sequel), and 771 = y/s.

Similar boundary layer functions can be constructed at other sides of the rectan­

gular domain:

r 2(x =  0 , 0 < y <  1 ) :  6  =  ^ 5  ( | ^ - a 2(0 ,y ))n j|?= 0  (5.19)

r 3(0 < £ < 1, y  =  1 ): 7/2 =  (1 -  y)/(ey2); ( ~  -  A ^ ) n ®  =  0 (5.20)

r 4 (a ;  =  1,0 < y  < 1 ): 6 =  (1 -  x)[{ey)\ -  a2(l,y ))n j#  =  0(5.21)
O q 2

All II-functions have similar estimates as (5.18) [20, Section 2].

To remove the discrepancies introduced by IIoo and 11$ on and r 2, Qm(£i, ft) 

is constructed:

-  a2 (0 ,0))Q $ = 0 , 6  >  0,771 >  0 (5.22)

0 ) = -n$(6,o), Qoo (0 , 771) =  -nff(0,7?!) (5 .2 3 )
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from which we obtain

\Qoo(£uVi)\ < C ex p (-a (£ i + ^ ) ) ,  for > 0.

Qoo (£ 2 i Vi) can be constructed in a similar way and has the following estimate

IQoo(6> % )\< C  exp (—a  (£> +  m)), for £>, > 0.

To remove the discrepancy introduced by 11$ function on T3, Pjjofa, 772) is con­

structed:

W  +  A d r ^ P™ = ° 5̂'24^
-fooH^ijO) =  —n[o(Cii 1)) -foo^(£ij %) 0 as 772 —> 0 0  (5.25)

from which we obtain

l i n t e l ,  %)l < C 'exp(-o:(^i + 772)), for £1,772 >  0.

P0(02) (^2) V2) can be constructed similarly and it satisfies:

\P $  (6) V2) I <  C  exp(-Q !(^2 +  772)), for £2,772 >  0.

5.4 M esh an d  Scheme

To construct our piecewise uniform mesh, we assume that Nx and N y are divisible 

by 10, where Nx and Ny denote the number of divisions in the x- and y-directions, 

respectively. Otherwise, the remaining points can be put outside the boundary layers. 

In the x-direction, first we divide [0,1] into [0, ax], [crx, 1 — ax] and [1 — ax, 1]. Uniform 

meshes are then constructed on each subinterval, each with §Nx, ^N x and | N x 

points, respectively. Here ax =  2oT1£fi\a.Nx. In the y-direction, we divide [0,1] into 

[0, (TyJ, [cTy,, <7y2] and [Oj,2,l] . Then uniform meshes are used on each subinterval,
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each with ^JVa, ^ N y and -^Ny points, respectively. Here ayx =  2a~1e lnN y and 

ay2 = 2a~ 1 £fi2 In N y.

More explicitly, in the x-direction, we have

0 =  Xq <  Xi <  • • • <  x h <  • • • <  x i2 <  • ••  <  x Nt  =  1,

with i\ = | Nx, «2 =  fATj., x^  = ox, Xf2 =  1 — ax and the mesh size hi = X{ — Xi- 1

satisfy:

2
hi = <rx/ ( - N x), for* =  1, *2 +  1,* ” ,JV* (5.26)

hi =  (1 -  2ax) / ( ^ N x), for i =  i x +  1, • • •, i2. (5.27)

In the y-direction, we have

o =  y0 < yi < • • • < % • ! < ■ • • <  yj2 <  • • • <  yNy =  1,

with j i  = ^ N y, j 2 =  foNy, yh  — cryi, yh = l - c r V2 and the mesh size kj = yj - ?/j_i

satisfy:

3
ki = ^v i/ijQ ^y ) ,  for j  =  1, • • •, j u  (5.28)

=  (1 -  <rn  "  <rV2VC^j^y). f°r j  =  j i  +  1, • * •, Jz (5.29)

=  ‘W C ^-N y), for j  =  j 2 +  1, • • •, ATy. (5.30)

The weak formulation of (5.1) (5.2) is: find u  e  H q(£1) such that

B (it, w) =  £2 fj?(Vu, Vv) +  eA(uv, v) +  (o2w, v ) =  ( /, w), V u €  Hq (f2) , (5.31)

where (•,•) denotes the usual L2(0) inner product and Hq(Q) is the usual Sobolev 

space[110].

Denote the weighted energy norm by

IIMII =  { £y i i v „ ||2 +  ||w||a> v = , V V s  H i ( n ) .
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Note that for any v e  H q(Q), we have

B (v,v) = £2y 2 (V v ,V v) + eA(vy,v ) + (a2v ,v ) (5.32)

> m in(l, m ina2)|||u |||2. (5.33)
n

We seek the bilinear finite element solution uh € 5/,(fl) such that

B (uh, v) = £2y 2 (Vuh, Vv) +  eA(Uy, v) +  (a2uh, v) =  ( f,  w), Vu e  5/,(Q) . (5.34)

5.5 Theoretical Analysis

Lemma 5.6 For the solution u  of (5.1)(5.2), we have

(/) | |u - n*u||00t/. < c n ; 1 \nN x, =  +  ,

(II)  ||tt -  nyttlloo^ < C N ' 1 In Ny, Vj =  1, • • •, j i ,  j 2 +  1, • • •, Ny,

(I') ||u — n*tt||00>jp4 < C (N ~2 +£ + y), Vi = i l + 1 ,---, i2 , (5.35)

(II ')  ||u -  ^  C (N ~ 2 + £ + y), Vj = j i  + l , - ’ - ,  j i  • (5.36)

Proof. (I) For i =  1, • • •, il5 i2 +  1, • • •, Nx, by Lemmas 5.4 and 4.2, we obtain

ll« —n*tt||0Otji < chiWuxW^j.

< Chi mmc(l +  (ey ) - 1  e x p ( - ^ ^ )  -f (ey) - 1  exp(--a- - ~ -  —))

< C hi(l +  (ey )-1) < C N ~1 In IV* ,

since h, =  ax/ ( \N x) in this case. Hence (I) is true.

(II) For i =  i\ +  1, • • •, i-i, in this case x  € [crx, 1 — ax]. We can write in the 

form

IIxu = UXU0 + n a(u -  U0)
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Hence by Lemmas 5.5 and 2.8, we have

l la -n W L ,/ ,  < \\u* - 11, 17, 11̂  +  ||(« -  v„) -  n .(«  -  W I U ,  (5.37)

<  II Vo -  n-ObllooA +  2IK“  -  f'oJIU.f, (5.38)

<  | |V ,-n .V o lL A +£7(e +<‘)- (5-39)

The estimation of ||£/o — n zC/b||oo,/i can be carried out similarly as [73, Lemma 2.4.1]

by using those estimates given in Section 3.

Proof of (II) and (II’) can be carried out in the same way by symmetry consid­

eration.

Following a similar proof to that of [73, Lemma 2.4.2], we can easily obtain the 

following interpolation result:

L em m a 5.7 For the solution u of (5.1)(5.2), we obtain

11“  '  n “ Hoo,n < C ( K 1 ^ Nx + N - 1 lnN y + e  + p). (5.40)

Next we will use a result obtained in [73]:

Lem m a 5.8 [73, Lemma 2.4.3] Let r  =  [0, hx] x [0, hy], then for any v €  5h(0) we 

have

J  \vy\dxdy < C ( h x / h y ) 1/ 2 \ \v \ \2,T- (5-41)

T heorem  5.1 Let be the finite element solution of (5.34) an^ u be the solution

of (5.1)(5.2), then we have

11“ - ttk|| < CCeiN - 1 InNx +  N ; 1 ln N y + £ +  p), 

where C£ = 1 +  ep(Nx +  N y) +  e1/ 2 In Ny +  e1/2Ny In~ 1/2 Ny.

Proof. Let x  =  Hu — uh, then by (5.32) we have

Call\Hu - u &|||2 <  B { U u - u h, U u - u h) = B ( U u - u ,H u - u h). (5.42)
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By the definition of (5.31), we have

B(U u -  u, Iltt -  uh) = £2fjL2(V(Uu -  u ), Vx) +  j4£((IIu -  u)y, x)  +  (a2(IIu -

Integrating by parts, we obtain

e2fx2((H u -  u)x,Xx) =  5Z [  I '  -  u)xx xdxdy
l < i < N x , l < j < N v <_1 Vi~ 1

1 2  r  £V ( nw -
l < ' < N x , l < j < N v J V j~ 1

p y j

< 12 /  \epx*\dy' £lA\nu -  v\\coJi
l < i < N x , l < j < N y  J y j - 1

=  1 2  L [  l ^ X x l d y d x - e f i W n u - u W ^
1 < i < N x 0 J0

< £f iNx\ \ U u - \ \enxA

Similarly, we have

£2fi2({Uu -  u)v, x y) < etiNy\\Ilu -  uH^jj • WenXvW

Note that

(a2( I l u - u ) , x )  <  | | o 2 | | o o , n l | n i 4  -  u | |  | | x l |  <  C | | n «  -  t t l l ^ j j H x I l

Let Si =  [0,1] x [1 — (Ty2, 1] and S2 =  [0,1] x  [0,1 — ay2\, then we have

£ i 4 ( ( n « - r i ) y , x )  =  - £ A ( U u -  u, x y)

=  -£ A (  [  + I  )(IIi4 -  u)xydxdy
JSi JS2

Note that

£A [  (Uu -  u)xydxdy <  Ce\\TLu -  u|| 5 f  \xy\dxdy
JSi ' JSi

< C£||n« -  « ||00,n(nieas(5i))1/2||x !,||

<  C e | |n w - t t | |00ijj(e/i2lnNy)1/2||x{,||

=  Ce1//2 lniVy||IIii — tt||oo,n * lleAOCyll 
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and by Lemma 5.3, we have

eA f  (n u - u ) x vdxdy < C e\\U u -u \\ \xv\dxdy (5.51)
JS2 JS2

<  C£| | n u - t 1||ooJi X : ( ^ ) ‘/2||X||2,r (5.52)
rESi ny

<  C g ||n M -  f |U ,n (  )'l*  £  llx lk r  (5.53)
E i y y  m iV j ,  t€ S ,2 

<  C £^ I n - ^ J V „ | | n « - U||c^B . ( £  l W E  l lx l lU 1' 2
r£S2 re Si

<  C£‘/JiV , ln - ^ J V , | |n « - » |L s ||X|| (5.54)

where we used the fact that J2Tes21 < NxNy.

Combining all above inequalities, we have

Ci|||nu -  «‘|||a < c  • c,||n«- u ii^  ■ Hinti -  „‘||| (5.55)

from which we obtain

ll|n«-«‘||| < c-c,||nu -n ||00iij

Hence by Lemma 5.2, we have

< I k - n w i i  +  i i n u - ^ n  < | | i i - n t t | |00>j j + | | |n t t - ? i ,,||| (5.56)

< C  • CeiN - 1 InNx + N ~ 1 laN y + £ + fi), (5.57)

which concludes our proof.

Prom Theorem 5.1, we can expect almost first-order uniform convergence rate, 

since practically e and /z are small enough so that the error is dominated by 

IV-1 In Nx +  N y 1 In N y.

5.6 Numerical Results
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For simplicity, we chose Nx = Ny = N  and bilinear interpolation for variable 

function in our numerical experiments. In Figures 5.1-5.15, we always denote (a) for 

the left figure and (b) for the right figure.

To test the performance of our method, we experimented with both a constant 

coefficient case:

Example 1: A  =  1, a =  2, /  =  16a;(l — x)y( 1 — y) + 1

and a variable coefficient case:

Example 2: A  =  1, a = 2y/l +  x 2 A y 2, f  = 16x(l -  x)y{ 1 — y) + 1

on a  uniform mesh and our piecewise uniform mesh for N=40 with different s and y  

ranging from 10-7 to 10~2. The computed solutions are presented in Figures 5.1-5.6. 

These figures clearly show that our piecewise uniform mesh performs much better 

them the uniform mesh. Our piecewise uniform mesh resolves the sharp boundary 

layers without any oscillations. Also the smaller the perturbation parameters are, the 

better the approximation we obtain. On the other hand, the solutions achieved on the 

uniform mesh become more oscillatory near the boundary layers as the perturbation 

parameters become larger. This is consistent with our model. Since as e becomes 

smaller, the convection term (e) becomes larger compared to the diffusion term 

(e2y 2). Note that u0 =  Axil — x)y( 1 — y) + \  and Uq =  V* are solutions

of reduced problems (e = y  = 0) for Examples 1 and 2, respectively, so we know how 

the exact solutions should look like.

To measure the accuracy of our method, we tested another case where A = l, a=2, 

and f is chosen appropriately such that the exact solution is known:

Example 3: u =  ^ ( l - e x p ( - ^ - ) ) ( l - e x p ( - i — ^ ) ) ( l - e x p ( - ^ ) ) ( l - e x p ( - ^ —/ ) )
4  c p  SfJL c  c fJ t

The computed solution uh and the pointwise error uh—u are shown in Figures 5.7-5.15 

for e  =  y  =  10-2,10-3,10-5 and N=10, 20, 40. When e ,y <  10-5, there is almost
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no distinction from e =  /z =  10-5. The L 2 and L°° error are provided in Tables 5.1 

and 5.2, respectively, from which we see the uniform convergence rate in both L2 and 

L°° norms very clearly. The estimated convergence rate i2jv =  (In — In e2/v)/In 2 

in L 2 norm is 2.62 and 2.57 for N=10 and 20, respectively, which is much better 

than expected from our theoretical estimates. Note that our function f does not 

vanish at the four corners. This phenomenon has been observed in many other cases 

[51, 105]. Actually higher order error estimates can be proved similarly only under 

more restricted assumptions. We guess that the convergence rate will approach to 

2 when N is large enough. But due to the heavy computational burden, such a 

calculation proved to be prohibitive for our computing facilities.

Another phenomenon we observed is that the error is actually independent of 

/x. This can be explained by Theorem 5.1 which states that the coefficient Ce is 

independent of fi. Another explanation is that actually we can use an arbitrary 

higher order asymptotic expansion (except arbitrary small neighborhoods of corner 

(0,0) and (1,0)) [20, Theorem 2] for a  smooth enough solution in our proof, hence 

only the error resulting from the boundary layers dominates. This is shown very 

clearly in Figures 5.7(b)-5.15(b). As N becomes larger, the dominant error originates 

from those two comers (0,0) and (1,0), which is consistent with Butuzov asymptotic 

approximation [20].
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Table 5.1: Errors in L2 norm for Example 3

N

£ =  fl 10 20 40

1.0D-02 3.35145186D-03 8.54606800D-04 3.36480157D-04

1.0D-03 3.08143764D-03 5.35671619D-04 1.14297261D-04

1.0D-04 3.05463960D-03 4.98142036D-04 8.62599006D-05

1.0D-05 3.05196199D-03 4.94288340D-04 8.32021259D-05

1.0D-06 3.05169425D-03 4.93901877D-04 8.28927405D-05

1.0D-07 3.05166748D-03 4.93863219D-04 8.28617643D-05

Table 5.2: Errors in L°° norm for Example 3

N

e = ix 10 20 40

1.0D-02 2.00249517D-02 1.3875412182D-02 1.0330639906D-02

1.0D-03 2.00277257D-02 1.3875412154D-02 1.0330639789D-02

1.0D-04 2.00279914D-02 1.3875412159D-02 1.0329781808D-02

1.0D-05 2.00280178D-02 1.3875412157D-02 1.0329781808D-02

1.0D-06 2.00280205D-02 1.3875412146D-02 1.0329781808D-02

1.0D-07 2.00280207D-02 1.3875412203D-02 1.0329781840D-02
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Figure 5.1: Example 1: computed solution for e =  10 2, N  =  40: (a) uniform mesh 
(b) piecewise uniform mesh

Figure 5.2: Example 1: computed solution for e =  10 3, N  =  40: (a) uniform mesh 
(b) piecewise uniform mesh

Figure 5.3: Example 1: computed solution for e =  10-5, N  =  40: (a) uniform mesh 
(b) piecewise uniform mesh
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Figure 5.4: Example 2: computed solution for e =  10 2, N  =  40: (a) uniform mesh 
(b) piecewise uniform mesh

Figure 5.5: Example 2: computed solution for e =  10 3, N  =  40: (a) uniform mesh 
(b) piecewise uniform mesh

Figure 5.6: Example 2: computed solution for e =  10-5, N  =  40: (a) uniform mesh 
(b) piecewise uniform mesh
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Figure 5.7: Example 3: piecewise uniform mesh for e =  10 2, N  =  10: (a) computed 
solution (b) pointwise error

Figure 5.8: Example 3: piecewise uniform mesh for e = 10-3, N  =  10: (a) computed 
solution (b) pointwise error

Figure 5.9: Example 3: piecewise uniform mesh for e =  10~5, N  =  10: (a) computed 
solution (b) pointwise error
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0.015-

Figure 5.10: Example 3: piecewise uniform mesh for e =  10 2, N  =  20: (a) computed 
solution (b) pointwise error

- 0 .01;

Figure 5.11: Example 3: piecewise uniform mesh fore =  10 3, N  =  20: (a) computed 
solution (b) pointwise error

Figure 5.12: Example 3: piecewise uniform mesh for e =  10 5,N  =  20: (a) computed 
solution (b) pointwise error
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Figure 5.13: Example 3: piecewise uniform mesh for e =  10-2, N  = 40: (a) computed 
solution (b) pointwise error

Figure 5.14: Example 3: piecewise uniform mesh for e  =  10-3, N  =  40: (a) computed 
solution (br) pointwise error

Q.0tS<

Figure 5.15: Example 3: piecewise uniform mesh for e =  10-5, N  = 40: (a) computed 
solution (b) pointwise error

100

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 6 

HIGHER-ORDER FINITE ELEMENTS

6.1 Introduction

Recently, global uniform convergence was achieved by using the standard FEM 

on some specially constructed piecewise uniform meshes [110, 105], the so-called 

Shishkin mesh, which was introduced by Shishkin [117]. However, ”High-order ele­

ments seem to be more attractive than linear ones • • •. But precise error estimates 

for this technique on Shishkin meshes are still unavailable [105, pp.7]. Also ”Not 

much is known about Shishkin-type grids for nonlinear problems" [105, pp.8].

Our goal in this chapter is to develop a general higher-order FEM, which is GUC, 

for solving the singularly perturbed elliptic boundary value problems in two space 

dimensions. To clarify the ideas, we first focus on a linear reaction-diffusion model by 

using a bi-quadratic finite element, where we show that our scheme is GUC to almost 

third order in L 2 norm. Then a similar discussion is carried out for a quasilinear 

reaction-diffusion model. Some numerical results are presented, which axe consistent 

with our theoretical analysis. A comparison was carried out between our scheme on 

a  piecewise uniform mesh and the standard FEM on a  uniform mesh. It is shown 

that our method performs much better than the standard FEM on the uniform mesh. 

Generalizations to any m-th order tensor-product elements are also discussed , where 

m  > 3.

6.2 The 2-D Linear Reaction-DifFusion Model
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In this section, we will consider the following singularly perturbed elliptic prob­

lem:

Leu = - £ 2 (q ~2 + Q ~i)+ a{x,y)u = f(x ,y )  i n f i = ( 0 , l ) 2 , (6.1)

u = 0 on 312 , (6.2)

where 0 < £ < 1 .  The functions a and /  are assumed to be sufficiently smooth in Q 

and

a{x, y) > o? > 0 in fi .

Here a  >  0 is a constant.

6.2.1 The Asymptotic Expansion and Derivative Estimates

The asymptotic expansion for (6.1)(6.2) was investigated in [49, 18], from which 

we have:

Lemma 6.1 [49, Theorem 2.1] Let u solve (6.1)(6.2). There exists a constant Cn > 

0 that is independent of e such that

|u(x,y) -  u2n{x, y)\ <  Cne2n+1 ,

where

U 2n  =  U2n +  V in  +  W2n +  V 2n +  W 2 n +  ^2n>
1=1

U2n(x ,y ) is the regular part, (6.4)

V2n{x, r[), y), V 2n(x, rj), W ^O;, y) are the boundary layer functions,

Z \ni£, rj) are the comer layer functions. (6.5)

Here £ =  xje,r\ — y /e ,£  =  (1 -  x )/e ,fj =  (1 — y)/e. Also the estimates of Lemma

3.1 of Chapter 3 hold true.

Prom Lemmas 3.1, 3.3 and 3.5 of [72], we have
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Lemma 6.2 For the solution u o f (6.1)(6.2), we have

(I) |uxn(x,y)| <  C( 1 +  on ft =  ft U5ft, (6.6)

( I I )  \uyn(x, y)| < (7(1 +  e-ne-Q»/£ +  £- ne~ a(1 ~y)/e) on ft, (6.7)

where n =  0,1,2.

In order to use higher-order FEM, we need to obtain higher-order derivative 

estimates for the solution of (6.1)(6.2). By using the boundary condition (6.2) in

(6.1), we have

uxx\x=q = ~e~2f ( 0 , y ), uxx\x=l =  - e ~ 2f (  1, y) (6.8)

nXx\y=-Q =  Uxx |y=l =  0 (6*9)

or in one simple form as

uXx(x, y) =  g(x, y, e) on 5ft,

where g (x ,y ,e ) = —e~2 ( l —x ) f(0 ,y )—e~2x f (  1 ,y). Here the compatibility conditions 

[49]

m  o) =  m  i ) = / ( i ,  o) =  / ( i ,  i ) = o

were used.

By denoting u (x ,y ) =  uxx(x,y) — g (x ,y ,s), and differentiating (6.1) twice with 

respect to  x, we have

Leu  =  —e2A u  + au — F  in ft, (6.10)

u  =  0 on 5ft , (6.11)

where F  =  f x x -  2a^ux -  OxXu +  e2gxx + e2gvy -  ag.

Lemma 6.3

(J) \ux(x,y)\ < Ce~3, on 5ft (6.12)

(II)  \uy(x, y)\ < Ce~3, on 5ft (6.13)
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Proof. Using the barrier function

<j> = Ce~2{ 1 -  e -“ /£)(l -

and after some simple calculations, we have

Le{<j>±u) =  ^ l e - ax' e + e -al1-*V£} + ^ ( l - e - ax' e) ( l - e - al1- xVe) ± F  
€ s

Co?
> - p - ( l  +  e~a/£) ±  F  (6.14)

> 0, for sufficiently large C, (6.15)

where we used the fact that a > a 2 and |F | < C\E~2.

Hence, by using the maximum principle [72, Theorem 3.1] and the fact that

(<f>±u)\m >  0,

we obtain

|«| <  4> =  Ce~2{ 1 -  e -QX/£)(l -  e"Q(1- E)/£), on U (6.16)

from which we have

|fi,(0, »)| =  | Urn <  Um (6_17)
*->0+ X  z->0+ X

, Ce-2{ l - e ~ axl£){i _  e-*<i-*)/s)
< lim ------- ---------------—   <  aCs

x —>0+ X

Similarly,

(6.18)

15,(1, »)| < U m |^ ( i . y ) - ^ . ! / ) | < C£-3.
z -> l~  1 — X

Prom the boundary condition (6.11), we have

ux (x, 0) =  0 =  ux(x, 1).

By combining the above inequalities, we obtain

\u s (x ,y ) \m < C e -3. (6.19)
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By symmetry, we can easily obtain

|6y(z,2/)|$n < Ce 3 

which along with (6.19) concludes our proof.

Lemma 6.4

(I) \uxi(x ,y)\ < Ce~3, on Q (6.20)

(II) \uy»(x, y)| <  Ce~3, on O (6.21)

Proof. Consider the barrier function <j> =  Ce~3, then we have

Le(<j> ±  ux) = aCe~3 ±  (Fx — axu) (6.22)

> 0, for sufficiently large C. (6.23)

By Lemma 6.3, we obtain

(0 ±  ur )|an >  0

from which together with the maximum principle [72, Theorem 3.1], we have

I&b(Z) y)| <  <j> =  Ce~z, on tl.

Hence by the definition of u, we have

l«*3(z»y)l =  |(fi +  5 ) ir |  < Ce~ 3

which concludes the proof of (I).

The proof of (II) can be carried out similarly.

6.2.2 The M esh and the Finite Element Scheme

Since our problem has boundary layers located along all sides of the rectangle fi, 

our piecewise uniform mesh can be constructed in the same way as we did in [72].
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Assume that the positive integers Nx and Ny are divisible by 4, where Nx and

Ny denote the number of elements in the x- and y-directions, respectively. In the

x-direction, we first divide the interval [0, l] into the subintervals

[0, a x ] ,  [ a x , 1 -  a x ] ,  [ 1  -  (Tx , 1] .

Uniform meshes are then used on each subinterval, with Nx/ 4 points on each of 

[0, ax] and [1 -  ax, 1], and Nx/2 points on [ax , 1 — crx], where ax =  3a-1e ln Nx. Here 

for simplicity, we assume that ax <  1/4, since we are considering SPP where e is 

very small.

In the y-direction, we follow the same method described above by dividing the 

interval [0,1] into the subintervals

[0, O,], f o ,  1 -  Oy], [1 -  Gy, 1] -

Uniform meshes are then used on each subinterval, with Ny/A points on each of [0, cry] 

and [1 — cry, 1], and Ny/2 points on [cry, 1 — ay], where oy =  S a r1̂ InJVj,.

The weak formulation of (6.1)(6.2) is: Find u  €  Hq(£1) such that

B (u ,v) = e2{y u ,V v )  + (au,v) — ( f,v ) , \/v e  Hq(Q), (6.24)

where (•,•) denotes the usual L 2 (Ct) inner product and Hq($1) is the usual Sobolev 

space.

Denote the weighted energy norm

IIMII =  {e2||Vtj||2 +  ll^ll2} '/2 , V » e  a J (0 ) .

Also we have

B (v,v) = e2||V v ||2 +  (av,v) > min{l,o:2} |||u |||2. (6.25)

Let Sh(Q) be the ordinary tensor-product quadratic element space, and

n w = nxnyu; = iiyiixw 
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be the bi-quadratic interpolation of w, where ns and n„ are the interpolations in the 

x- and y-directions, respectively. More explicitely, the one-dimensional interpolation 

Ilj. on [xi-j, £,•] can be written as

n xw{x) =  w [x i-i)M O  + H ^ ^ M O  +  w(xi)^z (0 . (6.26)

where the shape functions are [12, pp.67]

M O  = - ^ ( 1 - 0  (6-27)

M O  =  ( 1 + 6 ( 1 - 0  (6.28)

M O  = \ & + 0  (6.29)

Here the transformation £ =  maps Xi] to [—1,1].

From (6.26), we have

I P M  loo,* <  | | H l o o , / i - _ m a x i ( | ^ i ( O I  + 1 ^ 2 ( 0 1 +  1 ^ 3 ( 0 1 )  ( 6 . 3 0 )

<  I W I - j i - . ^ J j I f K i - O  +  f l - a  +  l l f K i+ O ]  (6.3i)

<  2||«>|U,, (6.32)

Hence, we obtain 

Lem m a 6.5

(1 ) nu> =  n 2n yw =  n^n^ti; (6 .3 3 )

( 2 )  l | n , H l o o . / i < 2 I H I o o A  ( 6 - 3 4 )

(3) ||«J — HzZujlooJ. < — |l^as31loo.jf (6.35)

Similar results hold true for the interpolation ny.

Proof. (1) Use the definition of the bi-quadratic interpolation.

(2) By (6.32).
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(3) By [12, pp. 73].

We seek the finite element solution Uh E 5/, (ft) such that

B(uh, vh) = e2 (Vuh, V vh) +  (auh, vh) = ( /, vh), Vvh e  SA(ft) . (6.36)

6.2.3 M ain R esu lts

Using the techniques used in [71, 72, 73, 74], we can obtain the following inter­

polation estimates:

Lem m a 6.6 For the solution u of (6.1)(6.2) and for any integer n > 0, we have

Proof. For i = 1, • • •, iQ, Nx — io +  1, • • •, Nx, by Lemmas 6.5 and 6.4, we have

since hi =  Aax/N x =  12a 1eNx 1 lniVx in this case. Hence (I) is true in this case. 

For i =  i0 -I-1, • • • , Nx — i0, in this case [s<_x, x,-] C  [ax, 1 — crz]. Note that

By using the asymptotic expansion and the exponentially decaying estimates of 

Lemma 6.1, we can obtain the estimate of u2n — Hx&in iu the same way as we did in 

[72, 73]. Explicitly, we have

(J) | |tt -  IJxu \ ^  < C (N ~3 In3 Nx +  s 2n+1)

(II)  | | t i -  I ly u W ^ .  < C (N ~Z In3 lVy +  e2n+1)

(6.37)

(6.38)

U -  Uxu = ( u -  U2n) -  nx( u -  U2n) +  («2n ~  HxU2n) (6.39)

By Lemmas 6.5 and 6.1, we obtain

||(ti U2n) Hx(u  ^2n)lloo,/i — ^2nlloo,/j — (6.40)

\\u2n n sU2n||00)fi ^  CNX (6.41)
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Combining (6.39)-(6.41), we see that (I) holds true in this case, which concludes 

our proof of (I).

The proof of (II) can be carried out in a  similar manner.

Therefore, we have

Lem m a 6.7 For the solution u o f (6.1)(6.2) and any integer n  > 0, we have

Proof. Note that

C i|||IIu  — u/,|||2 < B(U u — Uh,TLu — Uh) = B(Uu — u,Uu — Uh) (6.46)

11“  -  n “ H o o , n  < C (N ~ 3 In3 N x +  N ; 3 In3 N y +  e2n+1).

Proof. By Lemmas 6.5 and 6.6, we have

ll“ - n“lloo,n < Il“-n*tt||00tn + ||n.(tt-nyt4)||00>s 
< ||ti Ilxu||00(jj “F 211 It Ilytill^JJ

(6.42)

(6.43)

(6.44)

(6.45)

-  i< ? < &  ^  +  2 11“  -  n i/“ ll

< C{N ~ 3 In3 N x +  N ~ 3 In3 Ny + e2n+1) 

which concludes our proof.

T heorem  6.1

11« -  uh\| < C(1 +  eNx +  e ^ N x  l n '1/2 Nx +  eNy +  e ^ 2N y I n '1/2Ny)\\u -  IIu|

= e2 (V (IIu -  u), Vx) +  (a(IIu -  u), x) (6.47)

where here and in the following, we will use the notation x  = Hu — 

Integrating by parts, we obtain

e2{ { U u -u )x,Xx) =  Y ,  /  /  e2(Ilu -  u)xXz<tedy
l < i < N x , l < j < N y  ‘_1 y-'_1
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r  [^2(n ^ -  tt)xJ l l z l l .d y  -  e2(Uu -  u, Xxx)
l < i < N x , l < j < N y  ■'W-1

<  e | | I l u — w|loo.sj S  r  [ \ £ X x ( x i , y ) \  +  \ e X x ( x i - u y ) \ \ d y  
l < i < N x , l < j < N v  'W - i

+  X )  /  I ’  k 2 (IT u  -  u ) x x x \ d y d x
l < i < N * . l < i < N „  J x i ~ 1 J V i ~ i

fXi fyj

l < i < N x , l < j < N v  '

By using the Taylor expansion and the fact that x  is a  quadratic function in x, 

we have

J2  r  \ e x x { x u y ) \ d y
l < i < N x , l < j < N y  Jy j~ 1_ 1 rXi ryj

=  z Z z ------Z— /  /  \ e X x { x i , y ) \ d y d x
i j  &i %i—1 J x i - i  J y j —i

1 f Xi fVj
=  2 Z --------  —  /  /  \ £ X x ( x ,  y )  +  ( Xi -  x ) e x x x { x , y ) \ d y d x

i , i  * ~  ' - 1 1 • 'w -i

<  —  /  * f 1 \ £ X x \ d y d x  +  f  ‘ T "  | e x * * M ir « f a ]
i,j * *—1 Jxi-x Jyj-i  Jxi- 1  Jyj-i

where is a  short hand notation for £i<t<Art ,i<j<jvtf •

Note that

” —  /  ’ f  dydx. . Xj a?j_i J x i - i  Jyj—i

r C N  r
<  CNX I \exx\dydx+  ■* f  \ex*\dydx

JSi € in ivx JSz
C N

< C7iVa.(meaS(51))1/,2||exz|Ua(Si) + “ ^(nieaB^))^!!^!!^)

< C'iV^HffXill^Sj) +  C ^jn 'jy  "(e in - ^ ) 1/2|kXr||z,2(S’2)

< C^N* +  e-172^  ln"1/2 JV,) | |ex* 11 

where Si =  [a*, 1 -  a*] x [0,1] and S2 =  ^\5'x.

In the same way, we can obtain

J2  r  \^Xx(xi-i,y)\dy < C(Nx + e ^ 2Nx hi 1/2 Nx)\\eXx\\ (6.48)
i d  'W -i
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Similarly, we have

5Z / r  \£Xxx\dydx =  f  \exxx\dydx +  f  \exxx\dydx
i j  Jxi-i Jj/j-i JSi JS2

<  ( m e a s ( S 1 ) ) 1 /2 | | e x > a:| | i 2( 5 l )  +  ( m e a s ( 5 2 ) ) 1 /2 | l £ X x i | | i 2 ( s 2 )

<  lkXxxlU2(Si) +  C(e\nNx)1/2\\£Xxx\\^(s2)

<  C JV .||ex .llL .(s,) +  C ( e I n l e X*lIi ‘(s,)

< C ( N ,  + Nz )HexA\ (6.49)

where we used the standard inverse estimate [16, §4.5]

llx>,ll <  C h - 1 | |x , | | ,  v *  e  s m

and the fact that

/i =  0 (iV -1) on S i  and h = 0 (e N ^ 1 ]nNx) on S 2 .

On the other hand,

X ) [  r 3 e 2( U u - u ) x x s d y d x  <  C e | | I I a -  u|| n [ /  \ eX xx \dydx+  [  \exxx\dydx]
i j  Jxi- 1  Jyj - 1  JSi Js2

< Ce||n« -  HUaW. +  £~V2Nx ln-V2 JV.)||ex.ll

where we used (6.49).

By combining the above inequalities, we have

e2((IIu -  « )„ * ,)  <  C{eNx 4- ê JV.ln"1/2 JV,)||nu- ttlLjjHex.ll (6.50)

In the same way, we can obtain

£2((n «  -  « )„ * ,)  < C{sN,  + e ^ N ,  t o '1/2 Ar,)||nU -  «*IL,slkx„|| (6.51)

Finally, we have

|(a(IIu — u), x)| < C,||n«-tt||00t5||x|| (6.52)
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By combining the inequalities (6.46)-(6.52), we have 

11 |IIt* -  uh\11 < C(1 +  eNx + e1/2N x h T 1/2 Nx +  eNy +  e ^ 2Ny In"1/2 Ny) | |Ihi -  u\ 1 ^  

from which together with the triangular inequality, we obtain

< | |u - n u | |  +  ||i i t t- ttfc ||

<  C( 1 +  eNx + e1/2N x In"1/2 Nx +  eNy +  e1/2Ny In"1/2 Ny)\|n« -  u\1 ^

which concludes our proof.

Prom Theorem 6.1, we see that under the assumption:

(A3) £ <  max (N ~ 2 In N x, N ~ 2 In Ny),

the error ||u —Ufc|| is bounded by the interpolation error ||u —IItt|| By Lemma 6.7,

if the solution u is smooth enough, then the interpolation estimate will be dominated 

by N ~ 3 In3 Nx +  N ~ 3 In3 Ny, in which case we can obtain the following quasi-optimal 

global uniformly convergent result:

Theorem 6.2 Let u be the solution o f (6.1) (6.2), Uh be the bi-quadratic finite ele­

ment solution of (6.36). Then under the assumption (A3), we have

ll« -  tt&ll <  C (N ~Z In3 Nx +  N ~z In3 Ny).

6.2.4 Generalizations to  Any m-th Order Tensor-Product Elements

If the solution u  of (6.1)(6.2) is smooth enough, we can use higher-order elements 

to find the finite element solution Uh of (6.36) in the m-th order (m >  3) tensor- 

product element space S/,(f2), where can be constructed in the same way as

the bi-quadratic element except th a t

ox — (m + l ) t t_1e In Nx and oy =  (m +  l ) a -1e-ln Ny

for the m-th order tensor-product element, in which case, we have the following 

quasi-optimal globed uniform convergence:
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T h eo rem  6.3 Let u be the solution of (6.1)(6.2), Uh be the finite element solution 

of (6.36) on the m-th order (m > 3) tensor-product element space. Then under the 

assumption (A3), we have

The proof of this theorem can be obtained by carrying out similar proofs as for 

the bi-quadratic case. Hence in the following, we will just sketch out some critical 

steps.

By carrying out the same techniques used in Lemmas 6.3 and 6.4, we can easily 

obtain

L em m a 6.8

Also we have

L em m a 6.9 For the m-th order (m >  3) tensor-product interpolation n , we have

where Cm is a constant depending on m. Similar results hold true for the interpolation

Proof. (I) By the definition of the tensor-product interpolation.

(II) For simplicity, hereby we just provide here the proof for the bi-cubic element, 

in which case the one-dimensional shape functions [12, §2.6] are

I\u -  ii/,| | <  C(N~{m+1) lnm+1 Nx + lnm+1 N y).

(I) \uxm+i{x,y)\ < C e on 12

m  k  m+l (X, y)l < C£~{m+1), on ft

(6.53)

(6.54)

(I) n™ =  TlxTLyW — HyTlXW (6.55)

(6.56)

(6.57)

(6.58)
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* K )  =  § ( 1 +  « ) ( 1 - e ) ( 5 - 5 )  (6.59)

V »({) =  J 5 ( l + { ) ( l - 0 ( |  +  { )  (6-60)

A ( { )  =  ~ ( l  +  f ) ( | - 0 ( j + f )  (6.61)

Hence we have

P H I * , , *  ^  IN Iooji _™“ 1[l0i(OI +  l^a(OI + I W O I  +  I ^ O I ]  (6 -62)

^  I H I o o A . ^ J ^ 1 - e ) l ^  -  £2i +  (6-63)

g o  -  a i i  -  ?i+ | d  -  a f + € i + ^ d + € ) i | - a
<  H H I o o / [ — - 2 - -  +  — • -  +  — • -  +  — - 2 - - ]  ( 6 . 6 4 )-  II loot/jl 16 9 16 3  16 3  16 9 V '

=  6 .5 H L ,*  (6.65)

from which we see C3 =  6.5.

For the general case, Cm =  max_i<^<! IV’*( )̂U where {V’»(£)}£a1 are

one-dimensional m-th order shape functions [1 2 , §2 .6 ].

(3) By [12, pp.73].

By using a similar proof of Lemmas 6 .6  and 6.7, we can easily obtain

L em m a 6.10 For the solution u o f (6.1)(6.2) and any integer n  > 0, we have

11“  -  n ttll^ n  < C'(JV-(m+1> lnm+1 Nx + 7V+m+1) lnm+1 Ny + e2n+1).

It is not difficult to see that Theorem 6.1 holds true for the m-th order (m > 3) 

tensor-product element. The proof is almost the same. The only difference occurs 

in dealing with the terms

X! r  \£Xx(xi,y)\dy and \sXx(xi-i,y)\dy.
id Jy>~x id Vi~x
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In the present case, we need a Taylor expansion up to the m-th order, since x  is 

a m-th order function in x. Hence we have

£  r  \ £ X x { x » y ) \ d y  
i,j JVi-1

1 f Xi fVi
=  -----1— /  /  \ e x x {x i , y ) \d y d x

itj  Xi Xi—i Jxi-i J y j - 1

=  — /  P  I£X x ( x , y ) + Y , ^ LT r ^ -£Xx‘+^(x,y)\dydx
X j  x i ~  x i- 1 1 JV:-1 t=l

^  “ — / ’ P  \£Xx\dydx + C j  ‘ f V} \exxx\dydx\
i j  X{ X i— i  J x i - i  J y j - i  J x i - i  J y j - i

where in the last step, we used the standard inverse estimate

llx .m ll <  C A '-'H x ,.!!, v  X €  Sh(a).

By combining Lemmas 6.8-6.10 and Theorem 6.1, we conclude the proof of The­

orem 6.3.

6.3 T h e  2-D Q uasilinear R eaction-D iffusion M odel

In this section, we will consider the following quasilinear singularly perturbed

elliptic problem:

e2 A  u =  F (u , x, y), in =  (0,1) x (0,1) (6.66)

u = 0 on 512. (6.67)

The asymptotic expansion for this problem was constructed by Denisov [31], 

where F  was assumed to be in the form of A(u2 +  pu +  q). For simplicity, the 

following conditions are assumed [31, pp.1342]:

(AL) The equation F(u, x, y) =  0 has a  solution u =  u0 (x, y) in 12.

(A2) The derivative of F  satisfies m2 >  Fu(u, x, y) > m i > 0 in fi.

Under the above assumptions, we have:
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Lem m a 6.11 [31, §4] Denote the n-th order asymptotic expansion

Unix, y, <?) =  £ ;  £k(uk + itf* +  • • • +  njfc4) +  p f  +  . • • +  P f )  (6 .6 8 )
k=0

Then we have

max. \u(x,y,E) — Un(x,y,e)\ = 0 ( e n+1) as e -> 0, (6.69)

where

uk(x, y) is the regular part of the asymptotic expansion,

n ^ ® ,  77), n<2>(£, y), n (3)(z, 77*), n<4>(£„ y ) are the boundary layer functions,

pM (Z, 77), p W (t,  77.), p (3)& , 77.), p W fe , 77) are the comer layer functions.

Here 77 =  y/e, £ =  x je , 77, =  (1  — y)/e,£* =  (1 — ®)/£. .A/so i/ie following estimates 

hold true:

|n (1>(z,77)| <  Ce~°*,

\ W & y ) \ < C e - « ,

|n (3>(z,77*)| < C e - ^ ,

|n (4)& ,y ) | <  Ce~°**,

|P (1)(^, 77)1 < C e-a^ \

|P (2)(£*?*)I <  Ce~a^ +T>'\

|P (3)(f*,*7.)l <  C e - « ^ \

|P (4)(^,r?)| <  Ce~a^ +r>\

Prom Boglayev [15], we have the following derivative estimates:

Lem m a 6.12 [15, Lemma 2] Let u (x ,y ) e  C7Tl(r2) n  Cn+2(Q) be the solution of 

the problem (6 .6 6 )  (6.67). Then the derivatives of u satisfy the following estimates:

(I) |ti*.(a,y)| < Cn(l +  +  ^ " e ^ r ^ )  on fi ,

(.I I ) \uyn{x,y)\ <  C„(l +£~ne=^ + e - ne=iir :̂ )  on fi,
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where 0 < /3 < m^2, and n  =  1,2,3.

Since the problem (6.66)(6.67) has the same boundary layers as the linear one

(6.1)(6.2), we can use the same piecewise uniform mesh as we constructed for the

linear case.

The weak solution of (6.66)(6.67) is: Find u € H q(Q) such that

e2 (Vu, Vv) +  (F (u, x, y),v) = 0, Vu e  H i (Q). (6.70)

The finite element solution is: Find Uh € 5/,(f2) such that

e2 (V uh, V«A) +  (F(uh, x, y), vh) =  0, Vv/, € S h(Sl), (6.71)

where S/,(f2) is the tensor-product quadratic element space used in last section.

Then by carrying out the same proof as we did for the linear case, we can obtain 

the following interpolation estimate:

Lemm a 6.13 For the solution u of (6.66)(6.67) and any integer n >  0, we have 

||u -  n t t iu .0  <  C ( N In3 Nx + N ~ 3 In3 Ny + en+1).

Then we have

T heorem  6.4 Let Uh be the finite element solution o f (6.71), and u be the analytic 

solution of (6.66)(6.67). Then we have

||« -  ttfcll <  C( 1 +  eNx +  e1/2Nx In"1/2 Nx +  eNy +  e ^ 2N y I n '1/2 JVv)||tt -  I l t i l l ^ .

Proof. By subtracting (6.71) from (6.70), we have

e2(V(u -  Ufc), V vh) + (.F{u, x, y) -  F (uh, x , y), vh) =  0, € Sh(Q) (6.72)

By the mean value theorem, we can rewrite (6.72) as

e2(V (u  -  uh), Vvh) + (Fu • (u -  uh), vh) =  0, Vvh € 5h(f2), (6.73)
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where Fu denotes the value of the derivative Fu a t some point 9u+ (l—6)uh, 0 < 6  < 1. 

Prom (6.73), we have

e2(V(nti -  uh), V vh) +  (Fu • (Iltt -  uh), v/,) (6.74)

=  e2(V(IIu -  u), V vh) +  (Fu • (Ilit -  u), Vh), Vvh E Sh(&). (6.75)

By denoting x  =  Ku — uh, choosing Vh =  x  in (6.74) (6.75) and using the assump­

tion (A2), we can obtain

£2||V xl|2 +  m i||x ||2 < e2|(V(nu- u), Vx)| +  \(FU ■ ( H u -  u),x)| (6.76)

The rest proof can be carried in the same way as in Theorem 6.1.

Under the assumption (A3), we can easily obtain the following quasi-optimal 

global uniformly convergent result:

T heorem  6.5 Let Uh be the bi-quadratic finite element solution of (6.71) and u be 

the solution o f (6.66)(6.67). Then under the assumptions of (A l), (A2) and (A3), 

we have

| |u-ttfc| |  < C{N~Z In3 Nx -t- N ~ 3 In3 Ny), (6.77)

where the constant C is independent of the perturbation parameter e.

Similar results can be obtained for the m-th order (m > 3) tensor-product element 

when there exists a smooth enough solution of (6.66) (6.67).

6.4 N um erical E xperim en ts

For simplicity, we only carried out our experiments for a linear problem by using 

the bi-quadratic element. Here we chose Nx =  Ny = N  and tensor-product quadratic 

interpolation for the functions a and f  in our numerical experiments. In Figures 6.1- 

6.21, we always use (a) for the left figure and (b) for the right figure.
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To see how our method performs, we first tested:

Example 1: a =  2, /  =  20(x2 + y2) +  4

on a uniform mesh and our piecewise uniform mesh for N=12, 24 with different values 

of e ranging from 10-7 to  10-2. The computed solutions are presented in Figures 6.1- 

6.6. These figures clearly show that our piecewise uniform mesh performs much better 

than the uniform mesh. Our piecewise uniform mesh resolves the sharp boundary 

layers without any oscillations. As e decreases, the boundary layers become sharper. 

However, the finite element solution on our piecewise uniform mesh captures well 

the sharper layer. For s < 10-4, there is almost no distinction from the case of 

e =  10-4. On the other hand, the solutions achieved on the uniform mesh display 

wild oscillations near the boundary layers.

Note that u0 =  10 (a;2 -I- y2) +  2 is the solution of the reduced problem (when 

£ =  0), so we know how the solution should look like.

To measure the accuracy of our method, we tested another case where a=2, and 

f is chosen appropriately such that the exact solution is known:

e-x/e , g—(1—z)/e -y/e . e-(l-»)/e
Example 2: u{x,y) = { 1 -------- ~̂+ ^ --------~ + }

The computed solution Uh and the pointwise error Uh — u are shown in Figures 6.7- 

6.12 for uniform mesh case, in Figures 6.13-6.21 for piecewise uniform mesh case, 

respectively. The errors in L2 norm on both meshes are provided in Tables 6.1 and 

6.2, respectively, from which the uniform convergence in both cases is displayed very 

clearly. The estimated convergence rates

R ^ i l n i e N j e ^ / l n i N i / N j  and R  =  (ln(eNl/e iV2))/ln((iV2lniV1)/(iV1lnAr2))

are displayed in Table 6.3 and Table 6.4 for uniform mesh and piecewise uniform 

mesh, respectively. Here e# is the L 2 error between the exact solution u and the
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computed solution Uh on a mesh with N  partitions in both the x- and y-directions. 

Table 6.3 shows the uniform convergence rate of 0 ( h 1!2), which agrees with the theo­

retical analysis of Schatz and Wahlbin [112, Theorem A.2]. Table 6.4 shows a better 

uniform convergence rate than our theoretically predicted rate. Note that Figures 

6.7(b)-6.12(b) show that the standard FEM on uniform mesh does not converges in 

L°° norm, while the standard FEM on our piecewise uniform mesh seems to be uni­

formly convergent in L°° norm. The pointwise error Uh — u in Figures 6.13(b)-6.21(b) 

decreases as N  increases, and the error is dominated by that occuring a t the four 

corners of the domain.

6.5 Conclusions

In this paper, we developed a  general higher-order finite element method for solv­

ing the singularly perturbed elliptic linear and quasilinear problems in two space di­

mensions. The quasioptimal global uniform convergence rate In"14-1 Nx +

lV“(m+1) ln”*+1 Ny) in L2 norm was proved for solving the reaction-diffusion model by 

using the m-th order (m > 2) tensor-product element, which answers part of Roos’ 

open problems proposed in 1997 in[105] as we mentioned in the Introduction. Our 

numerical results also show the global uniform convergence in L°° norm, the proof 

of which is unavailable at present. Further investigation is required to address this 

issue.

From our proof, we can expect that our method can be directly applied to 

other singularly perturbed problems, which have similar asymptotic expansions and 

smooth enough solutions. Even though ’a posteriori’ adaptive FEM sounds more 

promising for those SPP without an explicit asymptotic expansions, the task is more 

challenging. Though some effort has been carried out [126, 130,102, 70, 29, 95, 115, 

114] in this direction, "even from the practical point o f view the existing adaptive
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strategies so far are not completely satisfactory'’ [105, pp.19], since ” the construction 

of robust estimators is still an open problem” [105, pp.19]. Only recently did Verfiirth 

[130] obtain theoretically robust a posteriori error estimators, which are independent 

of the perturbation parameter, for the reaction-diffusion model, however without any 

implementation. Hence to solve the singularly perturbed problems, a better strategy 

is to start the numerical computation with such a  layer-adapted piecewise uniform 

mesh, and then to refine the mesh adaptively based on some robust error estimators 

[105]. Also it would be very interesting if such a  piecewise uniform mesh can be 

implemented with the hp-FEM [95, 115, 114].
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Table 6.1: Errors in L 2 norm for Example 2 on uniform mesh

N

£ 12 24 36

1.0D-02 5.343611226D-03 1.491899416D-03 4.792132997D-04

1.0D-03 8.248501599D-03 5.681738618D-03 4.510826979D-03

1.0D-04 8.287975532D-03 5.791569840D-03 4.708982201D-03

1.0D-05 8.288371573D-03 5.792682315D-03 4.711020991D-03

1.0D-06 8.288375523D-03 5.792693454D-03 4.711041357D-03

1.0D-07 8.288375743D-03 5.792693695D-03 4.711043842D-03

Table 6.2: Errors in L 2 norm for Example 2 on piecewise uniform mesh

N

£ 12 24 36

1.0D-02 4.502200765D-04 9.529793001D-05 3.150367818D-05

1.0D-03 4.498835982D-04 9.528746525D-05 3.150143528D-05

1.0D-04 4.498482216D-04 9.539294103D-05 3.364966957D-05

1.0D-05 4.499431756D-04 9.541306516D-05 3.365684243D-05

1.0D-06 4.499855183D-04 9.546553209D-05 3.367834599D-05

1.0D-07 4.501197773D-04 9.550416942D-05 3.369497776D-05
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Table 6.3: Convergence rates R  in L 2 norm on uniform mesh

N

£ 12 24

1.0D-02 1.8407 2.8009

1.0D-03 0.5378 0.5692

1.0D-04 0.5171 0.5104

1.0D-05 0.5169 0.5098

1.0D-06 0.5169 0.5098

1.0D-07 0.5169 0.5098

Table 6.4: Convergence rates R  in L 2 norm on piecewise uniform mesh

N

£ 12 24

1.0D-02 3.4728 3.8786

1.0D-03 3.4714 3.8784

1.0D-04 3.4687 3.6512

1.0D-05 3.4687 3.6512

1.0D-06 3.4677 3.6508

1.0D-07 3.4675 3.6505
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Figure 6.1: Example 1: Computed FEM solution for N  =  12 and e =  10~2 : (a) 
uniform mesh (b) piecewise uniform mesh

V-**n

Figure 6.2: Example 1: Computed FEM solution for N  = 12 and e =  10-3 : (a) 
uniform mesh (b) piecewise uniform mesh

y-adi

Figure 6.3: Example 1: Computed FEM solution for N  =  12 and e =  10-4 : (a) 
uniform mesh (b) piecewise uniform mesh
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Figure 6.4: Example 1: Computed FEM solution for N  =  24 and e =  10 2 : (a) 
uniform mesh (b) piecewise uniform mesh

Figure 6.5: Example 1: Computed FEM solution for N  = 24 and e =  10 3 : (a) 
uniform mesh (b) piecewise, uniform mesh

Figure 6.6: Example 1: Computed FEM solution for N  = 24 and e =  10 4 : (a) 
uniform mesh (b) piecewise uniform mesh
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Figure 6.7: Example 2: Standard FEM on uniform mesh with N  = 12 and e = 10-2 : 
(a) computed solution (b) pointwise error Uh — u

Figure 6.8: Example 2: Standard FEM on uniform mesh with N  =  24 and e =  10-2 : 
(a) computed solution (b) pointwise error Uh — u

-0.01

-0.015-

Figure 6.9: Example 2: Standard FEM on uniform mesh with N  = 36 and e =  10-2 : 
(a) computed solution (b) pointwise error Uh — u

126

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



y-ods

Figure 6.10: Example 2: Standard FEM on uniform mesh with IV =  12 and e =  10-3
(a) computed solution (b) pointwise error u/, — u

Figure 6.11: Example 2: Standard FEM on uniform mesh with N  = 24 and e =  10 3 
(a) computed solution (b) pointwise error u^ — u

Figure 6.12: Example 2: Standard FEM on uniform mesh with JV =  36 and e =  10 3 
(a) computed solution (b) pointwise error u^ — u
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Figure 6.13: Example 2: FEM on piecewise uniform mesh with JV =  12 and s  =  10-2
(a) computed solution (b) pointwise error u/, — u

*0.015'

Figure 6.14: Example 2: FEM on piecewise uniform mesh with N  = 12 and e = 10 
(a) computed solution (b) pointwise error u^ — u

-0.015'

Figure 6.15: Example 2: FEM on piecewise uniform mesh with N  = 12 and e =  10-4 
(a) computed solution (b) pointwise error U h ~ u
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y-txfc

Figure 6.16: Example 2: FEM on piecewise uniform mesh with N  =  24 and e  =  10 2
(a) computed solution (b) pointwise error U h~ u

Figure 6.17: Example 2: FEM on piecewise uniform mesh with N  = 24 and e =  10 3 
(a) computed solution (b) pointwise error uh — u

y-axfc

Figure 6.18: Example 2: FEM on piecewise uniform mesh with N  = 24 and e =  10 4 
(a) computed solution (b) pointwise error u^ — u
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Figure 6.19: Example 2: FEM on piecewise uniform mesh with N  =  36 and e =  10~2
(a) computed solution (b) pointwise error Uh — u

Figure 6.20: Example 2: FEM on piecewise uniform mesh with JV =  36 and e =  10 3 
(a) computed solution (b) pointwise error Uh — u

Figure 6.21: Example 2: FEM on piecewise uniform mesh with N  =  36 and e =  10 4 
(a) computed solution (b) pointwise error tt/, — u
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CHAPTER 7 

SHALLOW-WATER EQUATIONS

7.1 Governing Equations

The shallow-water equations (SWE) [99], also known as the St. Venant equa­

tions, describe two-dimensional unsteady free-surface flows. These equations are 

derived under the assumption of hydrostatic pressure distribution. They are nonlin­

ear first-order, hyperbolic partial differential systems for which exact solutions are 

not available except in some special cases. Hence the numerical computation of SWE 

becomes very important. As Vreugdenhil said: ’’The numerical solution of the SWE 

was one of the early applications of digital computers when these became available 

in the late 1940’s.” [132, pp.l].

Here we intend to explore the application of these equations for the analysis of 

tidal oscillations, flow produced by control structures such as sluice gates, pumps or 

turbines, and flood waves generated by storms or failure of dams, dykes, and other 

structures. These results can be used to estimate the arrival time and the height of 

flood waves at a specified downstream location.

Even though many one-dimensional numerical models have been used to  simulate 

these events, two-dimensional models are more realistic. For open-channel flow the 

computation is more complicated. Some results have been obtained using finite 

difference methods [25, 39] and finite volume methods [4, 5]. Very few results were 

obtained using finite element methods [61, 78] and [25, Chap.16].

By assuming hydrostatic pressure distribution, small channel-bottom slope, and 

uniform velocity distribution in the vertical direction, the governing equations de-
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scribing the unsteady free-surface flows can be written as

Ut + (Fi)x + (F2)y +  5  =  0 (7.1)

uh vh

where = u2h +  (1/2 )gh2 , f 2 uvh

uvh v2h +  (1/2 )gh2

S  =

Here

-g h (S 0x -  Sfx) 

-g h (S Qv -  Sfv)

U = (h ,uh ,vh)T ; 

h =  flow depth;

u, v =  flow velocity in the x- and y-directions, respectively; 

g =  acceleration due to gravity;

S qx, Sqv =  channel bottom slope in the x- and y-direction, respectively;

(7.2)

(7.3)

(7.4)

(7.5)

(7.6)

Sfx, S/v =  the hydraulic resistance slope in the x- and y-directions, respectively, 

computed using the steady state friction formulas

p n 2U y /u 2 +  v2 n _  n 2V y /u 2 +  V2 

fx = Cfih1-33 ’ fv =  Cfih1-33

where n is the Manning’s roughness coefficient; and Co is a dimensional constant 

(Co =  1 for the SI units, and Co =  1.49 for the U.S. customary units).

The local Froude number (Fr =  y /u 2 +  v2 /y/gh)  determines the correct number 

of boundary conditions to be applied. For two-dimensional subcritical flow (when 

Fr < 1), two external conditions must be specified a t inflow boundaries, whereas 

only one is required at the outflow boundary. Two-dimensional supercritical flow
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(when Fr > 1) requires the imposition of three inflow boundary conditions and none 

at the downstream side. For solid walls limiting the flow field, the normal velocities 

are set equal to zero in order to represent no flux through the solid boundary.

7.2 Finite Element Method

In this section, we will consider the widely used Taylor-Galerkin FEM [30, 32, 

78, 79, 94, 135] applied in computational fluid dynamics (CFD). By carrying out a 

Taylor expansion in time about t  =  tn, we have

From (7.1), we have

and differentiating (7.1) gives

& U d S d U  d dFx dU d 9F2dU
at2 ~ au at dx^au a t ’ dy^au a t ’ ' '

Substituting (7.8) and (7.9) into (7.7), we have

I T ' » - V '  =  (7.10)

Ai2.as[c 8 P 1 S F 2 9  .aF), 9 F i 9 F 2
" la rrt J a*. /J2 dU dx dy d x d U  dx dy

( 7 - n )

Multiplying (7.11) by a  test function <j>i{x, y), integrating over domain fl, we have 

the following weak formulation:
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2 Jn dU dx dy dy 
+boundary integrals (7.16)

Substitute tbe finite element solution IT1 = Û (f>j a t time tn and the interpo­

lations of the nonlinear terms S, F\ and F2 :

S" =  £S ?« * „  JT =  E W ) " A .  =  (7-17)
j  3 3

into (6.11)-(6.14), we have to solve the following nonlinear system at each time step:

M A U n =  F n (7.18)

where M is the standard mass matrix, ACT” =  Un+l — Un.

7.3 Finite Difference Method

In this section, we consider the MacCormack scheme, which has been widely used 

in CFD [21, 55,104]. This scheme consists of a two-step predictor-corrector sequence.

Predictor: (7.19)

uii = K  -  f j  v .  (fi%  -  V„ (-Fi)Sy -  AiS". (7.20)
Corrector: (7.21)

US = A, dWy -  Ats-j (7.22)

where U* and U** are intermediate values for U. The values for the vector U at time 

n+1 are obtained from

1 =  jW u  +  ° y )  <7-23)
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Here the forward (A) and backward (y )  difference operators are defined as

A XU.i,j = Ui+i,j ~~ Ui,j (7.24)

VxUij =  Ui,j — U i-u  (7.25)

where the subscript indicates the direction of differencing.

7.4 Application to the Breaking Dam Problem

An interesting test case is the breaking of a  hypothetical square dam. The initial 

conditions consist of two regions of still water separated by a square wall of 20 meters 

wide. The water depth inside the dam is 10 m, whilst outside the dam it is 5 m, cf. 

Figure 7.1. At the instant of dam failure the square wall is assumed to be removed 

completely and the subsequent time evolution of the spreading waves is studied. The 

problem domain is assumed to be a square of 40 m wide. The computational domain 

was divided into 40 x 40 small elements.

7.4.1 Taylor-Galerkin Method

Here a Lapidus type artificial viscosity [79] has been implemented by addition of 

the term

-(C A tA * 2|^ - |U , ) ,  -  ( C A t A y 2\ - ^ - \ U y )y  (7.26)

in the equation (7.1).

For simplicity, we used time step A t  =  0.005, which is small enough to ensure 

the CFL condition [21, 47, 55] holds true. Here we ran our problem for 20 and 50 

time steps, respectively. The plot of water surface, contour plot of water surface and 

velocity field are provided in Figures 7.2-7.4. Unfortunately as we can see that the 

method did not work so well, also it took a large amount of CPU time for each time 

step, this since we have to solve the nonlinear system at each time step. Hence we
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investigated the very popular explicit MacCormack finite difference scheme in the 

next section.

7.4.2 MacCormack Scheme

Here we used the antisymmetric reflection method [55, 104] in the solid wall. 

First we tried to use MacCormack scheme without artificial viscosity. We can see 

that there are wild oscillations around discontinuities, cf. Figure 7.5. To smooth the 

numerical oscillations near discontinuities, we implemented a smoothing procedure 

developed by Jameson et al. [39]. Artificial viscosity terms DU = —D XU — DyU 

were added in the equation (7.1), where

D J J  =  [e.l+ w  Wh-w -  V ,j)  -  -  01_u )], (7.27)

in which

|fy+l.j ~  1,31
^  1 ^ 1  +  12^1 +  1 ^ 1

/\m
ez^l/aJ =  C — max(isXi_lt., uXi<j). (7.29)

W ith this artificial viscosity, we can see the solution was really smoothed, by com­

paring Figure 7.5 with Figure 7.11. Then we presented the solution at time steps 

10, 20, 50, 75 and 100 in Figures 7.7-7.16, respectively, from which we saw the water 

moved out very clearly.

7.5 Conclusions

Our tests show that Taylor-Galerkin FEM has some difficulty simulating the 

discontinuous flow. Other FEM should be considered, for example, the Least-Square 

FEM [22], Discontinuous Galerkin FEM [28] and adaptive FEM [30, 94]. The explicit 

MacCormack scheme can solve the discontinuous flow very well. Also it is very
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easy to implement. I t would be very interesting to compare MacCormack scheme 

with Flux-Corrected Transport schemes [134, 36] and other high resolution schemes 

[50, 55, 119, 120].
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Figure 7.1: Initial water surface

Figure 7.2: Water surface for FEM: (a) after 20 steps (b) after 50 steps
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Figure 7.3: Contour plot of water surface for FEM: (a) after 20 steps (b) after 50 
steps
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Figure 7.4: Velocity field for FEM: (a) after 20 steps (b) after 50 steps
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Figure 7.5: Water surface for FDM without artificial viscosity after 50 steps

20 30

Figure 7.6: FDM without artificial viscosity after 50 steps: (a) Contour plot (b) 
Velocity field
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Figure 7.7: Water surface for FDM with artificial viscosity after 10 steps
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Figure 7.8: FDM with artificial viscosity after 10 steps: (a) Contour plot (b) Velocity 
field
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Figure 7.9: Water surface for FDM with artificial viscosity after 20 steps

35

9.5
5  S

30

Figure 7.10: FDM with artificial viscosity after 20 steps: (a) Contour plot (b) Ve­
locity field
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Figure 7.11: Water surface for FDM with artificial viscosity after 50 steps
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Figure 7.12: FDM with artificial viscosity after 50 steps: (a) Contour plot (b) Ve­
locity field
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Figure 7.13: Water surface for FDM with artificial viscosity after 75 steps
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Figure 7.14: FDM with artificial viscosity after 75 steps: (a) Contour plot (b) Ve­
locity field
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Figure 7.15: Water surface for FDM with artificial viscosity after 100 steps
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Figure 7.16: FDM with artificial viscosity after 100 steps: 
Velocity field

(a) Contour plot (b)
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CHAPTER 8 

CONCLUSIONS AND FUTURE DIRECTIONS

In this thesis, we have developed a systematic finite element method to solve 

singularly perturbed elliptic problems. Our method is different from the traditional 

FEM in that our method is globally convergent independent of the perturbation 

parameter. Here four models were investigated. In Chapter 2, we considered the 

anisotropic model, where we constructed our bilinear FEM on a piecewise uniform 

mesh. The method was proved to be GUC in almost second order in L2 norm. Chap­

ter 3 was devoted to the reaction-diffusion model. Here a bilinear FEM was con­

structed on another type piecewise uniform mesh, and a global uniform convergence 

of almost second order in L2 norm was proved. For the convection-diffusion model in 

Chapter 4 and the two-parameter model in Chapter 5, only first order global conver­

gence in L 2 norm were proved for our bilinear FEM. But numerical results showed 

that our scheme is also almost second order in L2 norm. Same phenomena were 

found in other papers [63,123]. It is still an open question if the bilinear FEM based 

on such piecewise uniform mesh can be GUC in second order in L2 norm [63, 123]. 

Also our numerical results showed that our scheme is GUC in L°° norm. But the 

theoretical proof is still unavailable at present. The only known result in this respect 

was obtained by Stynes et al. [123]. They obtained 0 ( N ~1//2 In3/2 N ) order pointwise 

error estimate near the boundary layer for the convection-diffusion model, where the 

total number of mesh points is 0 (N 2). Further investigation needs to be carried in 

this area. In Chapter 6, we proved that the quasioptimal global uniform convergence 

rate of 0(N ~(m+1) lnm+1 Nx +  lnm+1 Ny) in L2 norm can be obtained for a

reaction-diffusion model by using the m-th order (m > 2) tensor-product element
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on some piecewise uniform meshes. More work should be carried out to see if such 

high-order FEM can be generalized to other SPP.

From our proofs in Chapters 2-6, we can expect that our method can be di­

rectly implemented to other general singularly perturbed problems, which have global 

asymptotic expansions and smooth enough solutions. Further investigation can be 

carried out related to these topics. Also similar methods can be considered for time 

dependent problems, and other more practical problems , such as those in fluid me­

chanics [60, 128], chemical kinetics [129, 84] and system control [77, 88, 13, 67, 65].

From Chapters 2-6, we see that our method depends strongly on the detailed 

analysis of the boundary layers or singularities. But such analysis would be difficult 

to carry out for many problems, in which case a posteriori adaptive FEM sounds very 

promising. However this approach is also more challenging. Though some effort has 

been done for SPP [126, 102, 121, 70, 130], ” even from the practical point of view the 

existing adaptive strategies so far are not completely satisfactory^ [105, pp. 19], since 

”the construction of robust estimators is still an open problem” [105, pp.19]. Hence to 

solve SPP, it is better to start the computations with such a layer-adapted piecewise 

uniform mesh, and then to refine the mesh adaptively based on some robust error 

estimators [105]. Actually we have implemented such an idea in our two-parameter 

model. But a more general and systematic method needs to be developed.

Finally, we will try to develop a general multidomain [21] FEM for such SPP. Since 

every SPP can be naturally divided into two or more subdomains, i.e., boundary or 

interior layer subdomain and elsewhere. Similar ideas have been used in connection 

with the spectral method [43], but no work has been carried out in FEM.

Chapter 7 is our elementary exploration in the application of FEM for open- 

channel flow. The presented results obtained by FEM are not very promising. Fur­

ther investigation needs to be carried out in this area.
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