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Simple analysis of variance

So far, we've assumed that all observed
variance comes from a single, random source.

@ not likely

@ there can be many sources of variance

We'll now introduce a way to analyze
the variance in sample sets.
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Determining sources of variance

Let’s start with a simple example where there
should only be two potential sources of variance.
Sample Replicates Mean
1 15.9, 16.1, 16.3 16.1
2 14.9,15.1, 15.3 15.1
3} 15.8, 15.8, 15.8 15.8
4 16.2, 16.0, 15.9 16.0

In this example, a series of four samples
are obtained and each is analyzed in

s

Determining sources of variance

Since there is error in any measurement, it's not
surprising that the means are different.

We want to know if the difference is due to variance in
the method or real sample differences.

Simple two level model

S2hetween = variance of sample material

S2within = variance of analytical method

S2total = S2hetween + S2within

| triplicate.

s

Simple two level model

We have two potential sources of variance.
O Samples may actually be different.
O Run to run errors.

A simple set of calculations can be used to sort
out the sources of variance.

The F test can then be used to determine
if the variance values are significant.
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Level 1 gives us an idea as to sample variability
Level 2 tells use about the method variability

Simple two level model

q )

Next, calculate the between sample variance
L i 2
SS between = ZI%(X - XT>
S

Then the mean square for the samples

i SS between

M S between — T

n. =# replicates per sample
X_=mean of each sample

dfs =# samples —1

\_
# Replicates
Back to the 1 159 161 163
2 149 152 153
example. 3 148 158 15.8
4 162 160 15.9
Source df SS MS
Total 11 2107 0.192
SS; : :
Sample
SS 3 1.893 0.631
between
Replicate
8 0213 0.024
stithin
y

Simple

analysis of

variance

[Simple analysis of variance

OK. We've done several
calculations. Now what?

We can now use the F test to
determine if there is a significant
difference between the two
sources of variance.

2
S big
2

F - S small

F is then compared to Fc to see if
the difference is significant. This
will be covered in a bit.

r )
SST:Z(XI —XT>
x1 = Grand Mean
| mean of all the points
( Z( i >2\
Xi—X
MSr = !
dfr
df;- = total - 1
\ T /
( A
Since you know SSt and SSbetween, you can find the
within sample variance by:
SS1 = SSbetween T SSwithin
The mean sum of squares for our replicates is then:
S, = (SST—SSsetween)
-
" dfr — # samples
\
( A




Simple analysis of variance

Now we can use the F test to determine if
the samples are really different.

2
F — MSbig — MSgamp/e
M S gmall M S Eeplicale

0628 _
=0.026 — 242

F. for 95% confidence and dflarger =3
and dfsmaller = 8 is 4.07, so our
samples are different.

Using Excel

Data Analysis

Analysis Tools

Anova: Two-Factor Without Replication
Correlation

Covariance

Descriptive Statistics

Exponential Smoothing

F-Test Two-Sample for Variances v

Anova: Two-Factor With Replication m

f test
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Using Excel

Sample 1 Sample 2 Sample 3 Sample 4
15.9 14.9 15.8 16.2
16.1 15.1 15.8 16
16.3 15.3 15.8 15.9
Anova: Single Factor
SUMMARY
Groups Count Sum  Average Variance
Sample 1 3 48.3 16.1 0.04
Sample 2 3 45.3 15.1 0.04
Sample 3 3 47.4 15.8 0
Sample 4 3 48.1 16.033 0.0233
ANOVA
Source of Variation  SS df MS F P-value  F crit
Between Samples 1.8825 3 0.6275 24.29 0.0002 4.0662
Within samples 0.2067 8 0.0258
Total 2.0892 11

Using Excel

D
Sample 1 Sample 2 Sample 3 Sample 4
15.9 14.9 15.8 16.2
16.1 15.1 15.8 16
16.3 15.3 15.8 15.9
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Anova: Single Factor

Input
Input range: $CS2:5FS4 El
Grouped by: ® Columns O Rows

] Labels in first row

Using Excel

5.1 15.8 16
5.3 15.8 15.9

Sheet3 « e

® New workbook

| ser0 | ssea | seer | aoss | atwo | araz |
2 | san0 | sess | sras | aoer | a0 | 3061 |
5 | sae9 | 130 | 696 | a0t | a0 | s7s9 |
& | se60 | a0 | sews | aors | aom0 | 3667 |

[ 2 | aoor | 3930 | 4230 | 3969 | 3703 | 4573 |
|3 | a0s0 | 3930 | 4250 | 3923 | 3684 | 4525 |
| ¢ | o842 | 3930 | 4250 | 3973 | 3624 | 4534 |

Twelve chemists assayed a sample for Pb to see if they got the
same results. Each used the same furnace AA and spiked
authentic serum sample. Results are in ug Pb/L

Using
XLStat

Current Federal limit is 100 ug Pb/L in blood.

Alpha: 0.05

Output Options
ftest

) Output range: B E [ F G
le 2 Sample 3 Sample 4

O New worksheet ply: 49 15.8 16.2




Chemist

Using XLStat

Y/ Dependent variables: O Range: :l

Quantitative: @ Sheet
Data!$B:$8] -] O worksook

X / Explanatory variables: M Variable labels

] Quantitative: [ Observation labels:

O Note: XLstat does not report Fc values - just the P value
- the probability that your values are NOT different.

O Data must be ordered in a single column.
™ Quaitative: ("] Observation weights:

mmm’mmm Two methods are avallable for Calcu]atlng sum Of

= —— squares for your groups - Typg I apd I1I. These are only
¥ Coreltiors ) Apply o lfacors useful for more complex multivariable ANOVA

g Analysis of variance g Use least squares means

Type 155 A

™ Typelmss ot
[ lipress ™ Pairwise comparisons:

e S
™ p ¥ Comparisons with a

P ;

FE R 2 ritBa® B

>
g
2

O Might as well review them at this point.
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Sum of squares analysis. Sum of squares analysis.

Type | (Sequential) . fitti . . Type | SS - Useful to explore unbalanced experimental data - where
The Sums of Squares obtained by fitting effects in the order some effects are measured more than others. Can also show flaws in

specified in the model. Type | SS for each effect will change an experimental design (next chapter)
if the order of the effects in the model is changed.
Type Il Sums of Squares are preferable in most cases since they
Type 11l (Marginal) correspond to the variation attributable to an effect after correcting for

The Sums of Squares obtained by fitting each effect after all any other effects in the model. They are unaffected by the frequency
the other terms in the model. The Type Il SS do not depend of observations.
upon the order in which effects are specified in the model.

With a balanced experiment (all combinations measured with equal
frequency), Type | and Il give the same results.

Analysis of variance: X Lstat resu |tS

Source DF Sumof  Mean Pr>F Lead / Standardized
squares squares coefficients

Model 11 438.943 39.904 40.264 < 0.0001 This plot shows
how each chemist

performed.
Error 36 35.678 0.991
While results have
been normalized,
you'd get the
same basic plot
with the raw data.

Corrected Ferit =
Total 47 474.621 207

There is a difference. Can we tell what it is?

Standardized coefficients

Chemist-A1l

In this example, there is <0.01% chance of there NOT
being a difference.

\
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Using XLStat Dunnett test

Y / Quantitative
X/ Qualitative

Dunnett test Tukey Test

) Standardize |  Critical Critical ier .
Category | Difference d difference value difference | P> Diff | Significant

Al vs A12 -10.798 -15.339 2.890 2.034 0.000
Al vs A9 -8.078 -11.475 2.890 2.034 0.000
AT vs A5 -6.345 -9.014 2.890 2.034 0.000

Al vs A4 -6.328 -8.989 2.890 2.034 0.000 - ‘I

Al vs A7 -5.838 -8.293 2.890 2.034 0.000 i=1Xj

Al vs A10 -5.227 -7.426 2.890 2.034 0.000

AT vs A8 -4.903 -6.964 2.890 2.034 0.000 Harmonized

Al vs A6 -4.475 -6.357 2.890 2.034 0.000 mean

AT vs A3 -2.575 -3.658 2.890 2.034 0.007

Al vs Al1 -3.076 2.890 2.034 0.032

AT vs A2 -0.149 2.890 2.034 1.000

Tukey test Tukey test

Contrast | Difference [ S2ndardizedf vt vale|  prs it | significant
difference

Chemist| Means Groups
A12 vs Al ( 15.339 3.490 0.0001 : A12 | 45.170
A9 42.450
A5 40.718

A12 vs A2 < 0.0001
Compares each

chemist’s results A12 vs ATl <0.0001 Provides grouping A4 40.700
to see if there is a of chemists with A7 | 40.210
significant NRwAE <0.0001 . statistically similar 39.600
difference. results (95% A8 |39.275
AIZVSAG confidence.) A6 | 38.848
A3 | 36.948
36.538

A12 vs A8 .37: < 0.0001

A12 vs ATO . <0.0001 34.478

34.373

A12 vs A7 < 0.0001




bne—Factor ANOVA Table

>
Confidence interval of the mean

How often will a
= value fall outside
of this range?

How likely is a value
to occur here?

\

Confidence
interval
This will tell you where most of your data should occur.
A common calculation to report variability of data.
A quick way of identifying outlying values.

:Adding more levels

l
| {

A, A, A

B, B, B, B, B, B, B, B, B, B, B, B,

When adding more levels, things

rapidly become more complex.

A factorial design is
required. Covered in
unit 5.

Cl=u+

Z = probability factor

Confidence interval
of the mean
C.l. (%) 2sidedZ
90 1.645
95 1.960
99 2.575
99.99995  5.000

This is for large (N>100) data sets.

Z comes from infinity row of the
t table.

\

Example - failure time of a lightbulb

life time

Mean 491.57
Median 489.5
Mode 548
Standard Deviatior ~ 95.64
Sample Variance ~ 9147.59
Kurtosis -0.15
Skewness 0.06
Range 561
Minimum 256
Maximum 817
Sum 122893
Count 250

r
&5
& :.ll
[ T [ T 1
.1 [ T T T 1

Bin Frequency
256 1

293.4
330.8
368.2
405.6
443
480.4 Confidence intervals-Z  Mean value of 492
517.8
555.2 0.80 482 502
592.6 0.85 480 504
630 0.89 476 508
667.4 0.9955585 462 522
704.8

Confidence interval of the mean

-

\

C.l.qit(\fﬁ)

Standard deviation
of the mean.

N

7

Degrees of
freedom

. Confidence level
0% 95%
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t values

Confidence level
Degrees of 95%

t values account for error introduced based on UECCO] t1-92757
sample size, degrees of freedom and potential 430
sample skew. Actually use x2 distribution - chi 3.18
squared.

2.78
2.57
2.45
2.36
2.31
2.26
2.23

2 = (n-1) s2 2
Xn-1 (n-1)s« / O

S OO~NOOOITR~WN =

This allows us to estimate population
variance from sample variance. All of
this is tied together into the t values.

Example Example

Data: 1.01, 1.02, 1.10, 0.95, 1.00 Cloges — 10164 218x0068
mean =1.016 51/2
Sx = 0.0541 = 1.02 £ 0.05 (+5%)
% =0.0242

t values for 4 degrees of freedom Clg59% = 1.016 + 2'78;1?'20541
90% confidence = 2.13
95% confidence = 2.78

= 1.02 £0.07 (+7%)

| A | B | C | DJE F

| in water sample, ppm
Replicate analysis

Mean average(a3..a9)

Std. Dev. stdev(a3..a9) Beyond the mean

df count(a3..a9)-1
t value, 95% tinv(0.05,6)
Cl- +/- t * stdev / sqrt(7)

TINV (probability, degrees of freedon)
probability - use 1 - target confidence level
Example - for 95%, use 0.05

t test example




rThe F test

This test can be used to tell if two populations
are different based on changes in variance.

Examples
@ Has the measurement precision changed?
@ Has the method been altered?

@ Were there any significant changes due to
the lab or analyst?

The F test

Calculation of F
- $2 |arger

2 smaller

F is always 1 or greater and depends on the

confidence level and degrees of freedom for

both data sets

You can look up the F¢ value for the
desired levels or use a spreadsheet.

Exampl

DA-mean=50mg/l,s=2.0mg/l, n=5, df = 4
DB-mean=45mg/l,s=1.5mg/l, n=6,df =5
BDF=22/152 = 1.78

Fc is 5.19 at 95% confidence

The variance values are essentially the same so the
means must really differ.

Comparison of the methods]

7

Comparison of the methods

O Here, the means are identical but
the distributions look different.

O However, the lower curve is for a
much smaller data set.

QO The F test would show them to be
the same.

O It accounts for the variations in
sample size - using df.




@ In this case, the two groups are of
similar size but with a significant
difference in distribution.

@ Again, the case type test would not
work because the means are so
close.

@ The F test would indicate that they
were different.

Comparison of
the methods

7

Excel example analysis

Was one exam ‘harder’ than another?

@ A group of 153 students took two
different multiple choice examinations.

@ As a group, did they perform differently
on the first and second exam?

Mean

Median

Mode

Standard Deviation
Sample Variance
Kurtosis
Skewness

Range

Minimum
Maximum

Sum

Count

Mean

Median

Mode

Standard Deviation
Sample Variance
Kurtosis
Skewness

Range

Minimum
Maximum

Sum

Count

Grades

= v
. Histogram function built into the 'data analysis add-on'

| [Exam 1 score_ Frequenc;

3 | Exam 2 score

180 182 203 225 247 268 20 N2 333 385 I 398 Herw

Anova: Single Factor

SUMMARY

Groups Count
Exam 1 153
Exam 2 153

ANOVA

ce of Vari: SS
Between ( 27.0621
Within Gro  10634.8

Total 10661.9

Sum  Average

4614
4705

df
1
304

305

Variance
37.265
32.701

F P-value
0.7736 0.3798

F crit
3.8722




