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ABSTRACT

Over the past few decades an increased interest in reduced order modeling approaches has led to its

application in areas such as real time simulations and parameter studies among many others. In the

context of this work reduced order modeling seeks to solve differential equations using substantially

fewer degrees of freedom compared to a standard approach like the finite element method. The

finite element method is a Galerkin method which typically uses piecewise polynomial functions

to approximate the solution of a differential equation. Wavelet functions have recently become

a relevant topic in the area of computational science due to their attractive properties including

differentiability and multi-resolution. This research seeks to combine a wavelet-Galerkin method

with a reduced order approach to approximate the solution to a differential equation with a given

set of parameters. This work will focus on showing that using a reduced order approach in a

wavelet-Galerkin setting is a viable option in determining a reduced order solution to a differential

equation.
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CHAPTER 1

INTRODUCTION

With the increased need for real time simulations and large parameter studies, research into the

ability to quickly generate an approximate solution to a complex system of partial differential

equations defined in terms of a set of parameters has been a hot topic in recent years. The hardware

available today allows for large numerical simulations to be performed in an instant but it is still

un-realistic to solve a large number of complex partial differential equations in a reasonable amount

of time. Thus the ability to build reduced order models of differential equations has become a go-to

method in order to generate realizations of these equations with a low computational cost. Reduced

order modeling aims to take a very high-dimensional system and reduces it to only depend on a few

degrees of freedom so that a solution to a differential equation with unknown input parameters can

be generated quickly. This technique has been used extensively in standard Galerkin finite element

methods to solve differential equations from a number of different applications [9][15]. One reduced

order modeling approach, that has been thoroughly studied in a finite element setting is the proper

orthogonal decomposition which aims to extract the dominant characteristics of a solution and then

use those characteristics to reconstruct a solution with a given set of parameters.

Within the past two decades, wavelets have also played a huge role in the computational science

field from topics ranging from image compression to signal processing and voice recognition among

many others. Wavelets are functions with very interesting and attractive features for computational

scientists including multi-resolution, differentiability and orthogonality. For example the JPEG

image compression standard relies on wavelets to compress the data contained within a photo

such that one can get the full effect of an image but also detect the complexities and details

of the image. The properties of wavelets present a great opportunity for a confluence of large

and small scale information to be combined together within the same data set. One of the pre-

eminent wavelet families is known as the Daubechies family of orthogonal wavelets. The Daubechies

family of wavelets were initially introduced by Ingrid Daubechies in a series of lectures aimed at

presenting a number of the applications that wavelets were being used in at the time[6]. One such

1



application of wavelets is using wavelet scaling functions as bases in a standard Galerkin method.

This wavelet-Galerkin approach to solving differential equations has been widely documented in

the literature[13][8][14][3]. Wavelet scaling functions offer a number of promising capabilities that

can be used to expand and enhance the currently available sets of basis functions. Applications

in approximating discontinuous functions as well as representing multi-scaled problems are among

the reasons for pursuing a wavelet-Galerkin method.

This research aims to demonstrate the ability to couple a wavelet-Galerkin method with reduced

order modeling to approximate the solution to a partial differential equation and compare it the

the finite element based reduced order model. Explicitly we wish to show only the viability of

applying a reduced order approach to an existing wavelet-Galerkin method. We note that this is

not an exhaustive study designed to resolve all of the problems inherent in the wavelet-Galerkin

method. The prototype equation that we will use throughout the course of this paper is the one

dimensional heat equation.

The first chapter will explain some of the useful properties and background of the Daubechies

family of wavelets, including an approximation example using a simple scaling and wavelet function.

Then a review of the finite element method will be presented with two examples to show how a

finite element solution to the differential equation can be constructed. Using this finite element

example we will present a method for generating a reduced order model of the standard finite

element method using the proper orthogonal decomposition. In chapter four we will present the

wavelet-Galerkin method used in this work, including a thorough investigation of how to generate

the inner products occurring in the weak formulation. Finally all the concepts will come together

as we demonstrate the feasibility of a wavelet-based Galerkin method coupled with a reduced order

model using the same example that was used in the finite element reduced order chapter.

2



CHAPTER 2

WAVELETS AND THE SCALING FUNCTION

In order to formulate a wavelet-Galerkin approximation to a boundary or initial value problem,

we must first introduce the concept of a wavelet. By definition, wavelets are functions that are

non-zero over a given domain and tend to have oscillatory properties while the function has zero

mean. Wavelets are most well known for their uses in image compression; more specifically the

JPEG filetype [19]. When compressing images it is necessary to be able to represent large and

small scale features so that one can not only get the overall view of the image but also the smaller

details. Using wavelets as a basis for the Galerkin method is attractive because of their abilities to

represent a wide range of spatial and temporal scales due to their multiresolution properties. Also

we note that unlike Fourier bases, but similar to piecewise polynomial bases, wavelets do not need

to be defined over an infinite domain as they have compact support meaning the function values are

zero outside of a compact set [17]. Additionally, wavelets are smoother than piecewise polynomial

bases but also orthogonal like a Fourier basis; so in terms of properties, wavelets bridge some of the

gaps between commonly used Galerkin bases. Wavelets are defined in terms of families depending

on how they are constructed. That being said, in this work we will focus on the Daubechies family

of orthogonal wavelets.

One major difficulty with wavelets, in general, is the ability to represent them in a typical

functional form. All the wavelets that will be used in this work are represented by an underlying

scaling function which will be defined by a recurrence relation. This means that the functional

representation of the equation will appear on either side of the equation. Equation 2.1 presents the

form in which a general scaling function is defined in terms of coefficients, ak.

φ(x) =

∞∑
k=−∞

akφ(2x− k) (2.1)

where φ represents the scaling function and k is an integer value. This equation is typically referred

to as the dilation equation. We will require that:

3



∫ ∞
−∞

φ(x) = 1 (2.2)

and all the translates of φ(x), denoted by φ(x− k), be orthonormal to φ(x). For example, we must

be able to say
∫∞
−∞ φ(x)φ(x− k) = 0 for all k 6= 0 and

∫∞
−∞ φ

2(x) = 1.

Using the dilation equation we can then define the wavelet relation which is dependent on the

scaling functions and the reverse set of coefficients (a1−k). The wavelet function can be constructed

using the following relation.

w(x) =
∞∑

k=−∞
(−1)ka1−kφ(2x− k) (2.3)

where w(x) is the wavelet function. In general, this work will refer to φ as the scaling function and

w as the wavelet function. Knowledge of the wavelet function is beneficial, but not necessary to

this research as we will only use scaling functions as our Galerkin bases when we implement the

wavelet-Galerkin method.

Extending the concept of the dilation equation, we can write a relation that allows one to shift

and scale the scaling function. Equation 2.4 includes the shift (k) and scaling (m) terms used in

the dilation equation to adjust the positioning and size of our scaling function. In this work we will

often refer to the term φm,k which can be represented by equation 2.4.

φm,k(x) = 2
m
2 φ(2mx− k) (2.4)

where 2
m
2 is a scaling factor that allows the orthonormality condition to be satisfied.

One nice characteristic of the scaling functions is that for a single function at a fixed level of

resolution, m, all translates of the original function are orthonormal to the original and each other.

To see this, we recall the orthonormality property by stating that at a fixed resolution, m = q,

all translates, φq,k are orthonormal. We can show this from equation 2.4 by using a change of

variables. By setting u = 2mx− k we can then write the orthonormality condition in terms of u.

2m
∫ ∞
−∞

φm,kφm,l = 2m
∫ ∞
−∞

φ(2mx− k)φ(2mx− l)dx

= 2m
1

2m

∫ ∞
−∞

φ(u)φ(u− s)du
(2.5)

4



where s = k − l as a shift factor. Using this equation we can see how φm,k is still an orthonormal

function after including the resolution term, m.

This concept of orthonormality is not guaranteed for all basis functions, like piecewise linear

basis functions, that will be examined in the finite element section. But this concept of orthonormal

functions is inherent in the Daubechies family of scaling functions. So in general, we can define the

concept of orthonormality by the equation:

∫ ∞
−∞

φm,kφm,jdx = δj,k (2.6)

where δj,k is the Kronecker delta function such that the integral evaluates to 1 if j = k and 0

otherwise. The ability to define a function as orthonormal will be very useful when we formulate

our wavelet-Galerkin method and will allow us to make some simplifying assumptions, reducing

the complexity of the problem we must solve.

In this chapter we will first present a simple wavelet and corresponding scaling function, called

the Haar wavelet which will be used to approximate a simple function. Then the Daubechies family

of wavelets will be introduced including the coefficient values used to solve the dilation equation.

Following this introduction an example Daubechies scaling function will be resolved using the

dilation equation and the Cascade algorithm. Using the scaling function and our knowledge of the

Daubechies coefficients, we should then be able to construct and present the Daubechies family of

scaling and wavelet functions. Finally the concept of multi-resolution will be presented along with

its uses and benefits.

2.1 The Haar Scaling and Wavelet Functions

One of the most basic wavelets is the Haar wavelet[10], developed by Alfréd Haar in 1910 and

is considered the simplest Daubechies wavelet. The Haar scaling function is literally a square

wave, constructed such that it has a constant value of 1 over a compact domain and exactly zero

everywhere else. The general equation for the Haar scaling function is given in equation 2.7

φ(x) =

{
1 for 0 ≤ x ≤ 1

0 elsewhere
(2.7)

5



Figure 2.1 shows the shape of the Haar function. To show that equation 2.7 is a solution to the

dilation equation 2.1, we can set a0 = a1 = 1 and all remaining coefficients to zero, to get the

equation:

φ(x) = (1)φ(2x) + (1)φ(2x− 1) (2.8)

Because φ(2x) is only one over the interval [0, 1
2 ] and φ(2x− 1) is only one over the interval [1

2 , 1],

clearly this is a solution to this equation. Then after resolving the scaling function we can construct

the Haar wavelet according to equation 2.3.

w(x) = (−1)0φ(2x) + (−1)1φ(2x− 1) (2.9)

Using this equation and the Daubechies coefficients the Haar wavelet can be resolved to create a

square wave shown in Figure 2.2. From the definition of the Haar scaling function and Figure 2.1,

Figure 2.1: Haar scaling function

we clearly see that the integration of the function over its entire domain is one, as expected.

Now, we want to be able to use the scaling function to approximate real-valued functions; to

accomplish this, we must define it as a basis function. Thus we need to be able to use the scaled

and translated scaling functions within our analyses. Figures 2.3 and 2.4 depict what the translated

and scaled Haar functions would look like were they needed to form a basis.

6



Figure 2.2: Haar wavelet

Figure 2.3: Haar scaling function translates, of φ(x), φ(x+ 1) and φ(x− 1)

One may notice that when we scale the Haar scaling function, the orthonormal relation may

appear to be contradicted. This is remedied by adding a scaling factor, 2
m
2 , to the function

φ(2mx− k), from equation 2.4.

7



Figure 2.4: Haar scaling functions and the scaled translates, of φ(2x) : φ(2x+ 1) and φ(2x− 1)

2.1.1 Approximation Example

In order to better understand how a set of basis functions can be used to approximate the value

of a function we can use a simple basis function like the Haar to illustrate this method. When

working through this example, it can be useful to envision the Haar wavelet as a piecewise constant

function, often used to demonstrate standard Galerkin methods like the finite element method.

The method for determining the Haar scaling function approximation is straightforward: dis-

cretize the domain of the function then determine the scaling coefficients by computing the average

values of the function within each discretized region. Using these scaling function coefficients we can

then reconstruct the approximation as a linear combination of the scaling coefficients with the Haar

basis functions. Figure 2.5 shows four different approximations of the function u(x) = −x(x − 1)

using the Haar basis functions.

From Figure 2.5 we can see that the function is approximated to the best ability by a piecewise

constant function with the given resolution, shown in the red plot. That being said, there is

still a lot of information missing from this approximation. To improve the approximation we

can add the orthogonal complement, or the Haar wavelet, to our computation. Section 2.4 will

discuss the concept of multi-resolution properties of wavelets but by using this example we can

see how adding the wavelet to the scaling function approximation gives us added details of the

8



Figure 2.5: Haar basis function approximation at varying resolutions with the wavelet approxima-
tion superimposed

solution. Taking the definition of the Haar wavelet in Figure 2.2 we can superimpose the wavelet

approximation to the function and see that we will end up with the scaling function approximation

at one order higher resolution, this is the green plot in Figure 2.5. Using Figure 2.5 we can

see how the difference between each discretization level is the details that would be added in,

were the wavelet approximation included. In other words if we define Vn and Wn as the space

represented by the scaling and wavelet functions respectively, then Vn+1 can be approximated

using the combination of Vn and Wn.

Using this relationship, it is clear that we can represent more of the missing information by

using a scaling/wavelet approximation than by simply using just the scaling function. Thus we can

decrease the approximation error by using both the scaling and wavelet functions without increasing

9



the discretization. We are able to do this because the scaling and wavelet functions are orthogonal

as we can plainly tell from Figures 2.1 and 2.2.

As one could imagine, using a collection of Haar scaling functions to approximate more complex

valued functions like sine and cosine functions would be a poor choice. The reason for this is that sine

and cosine functions have an infinite number of continuous derivatives where as the Haar function

has none. But the fact that the scaling functions are orthonormal is of paramount importance and

even more so that it can be extended to higher order Daubechies scaling and wavelet functions.

Often, the Haar function is referred to as D2 indicating that it is the lowest order wavelet in the

Daubechies family of wavelets.

2.2 The Daubechies Scaling Function

The Daubechies family of wavelets [6] are of particular interest to us because they have compact

support, are orthonormal, and attempt to maximize the highest number of vanishing moments.

Daubechies wavelets are constructed to have as narrow of a supported domain as possible while

maximizing the number of vanishing moments. In fact, the wavelet genus, or number of vanishing

moments, N , is directly related to the domain that is supported: [0, N − 1]. Often the Daubechies

scaling and wavelet functions are referred to in terms of their genus using the format DN , where

D denotes the Daubechies family of wavelets and N represents the number of coefficients needed

to define the wavelet on the domain [0, N − 1]. The number of vanishing moments that a wavelet

possesses gives us an idea of the order of accuracy that said wavelet can approximate. According to

Nielson [14], given a wavelet with p vanishing moments one can exactly represent any polynomial

with order p = N
2 or less.

As previously mentioned, Daubechies wavelets are formulated by using a scaling or dilation

function, sometimes called a father wavelet, to construct the wavelet equation. Strang & Nguyen

[17] present an approach of deriving the scaling and wavelet functions. The scaling function for

Daubechies wavelets is given in equation 2.1, also known as the dilation equation. The set of ak

coefficients are determined numerically and from equation 2.2, we can then note that since:
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1 =

∫ ∞
−∞

φ(x)dx =

∫ ∞
−∞

∑
akφ(2x− k)dx let u = 2x− k

=
1

2

∑
ak

∫ ∞
−∞

φ(u)du

clearly
∑
ak = 2. These coefficient values are determined such that all moments, in terms of

k = 0, . . . , N − 1 disappear for a Daubechies wavelet of DN . The moment equation can be given

by the relation: ∫ ∞
−∞

xkw(x)dx = 0 (2.10)

Table 2.1 shows the numerically computed values of the coefficients that were initially introduced

by Ingrid Daubechies.

Table 2.1: The Daubecheis scaling function coefficients(ck)

D10 D12 D14 D16 D18 D20

1.60102e-001 1.11541e-001 7.78521e-002 5.44158e-002 3.80779e-002 2.66701e-002

6.03829e-001 4.94624e-001 3.96539e-001 3.12872e-001 2.43835e-001 1.88177e-001

7.24309e-001 7.51134e-001 7.29132e-001 6.75631e-001 6.04823e-001 5.27201e-001

1.38428e-001 3.15250e-001 4.69782e-001 5.85355e-001 6.57288e-001 6.88459e-001

-2.42295e-001 -2.26265e-001 -1.43906e-001 -1.58291e-002 1.33197e-001 2.81172e-001

-3.22449e-002 -1.29767e-001 -2.24036e-001 -2.84016e-001 -2.93274e-001 -2.49846e-001

7.75715e-002 9.75016e-002 7.13092e-002 4.72485e-004 -9.68408e-002 -1.95946e-001

-6.24149e-003 2.75229e-002 8.06126e-002 1.28747e-001 1.48541e-001 1.27369e-001

-1.25808e-002 -3.15820e-002 -3.80299e-002 -1.73693e-002 3.07257e-002 9.30574e-002

3.33573e-003 5.53842e-004 -1.65745e-002 -4.40883e-002 -6.76328e-002 -7.13941e-002

4.77726e-003 1.25510e-002 1.39810e-002 2.50947e-004 -2.94575e-002

-1.07730e-003 4.29578e-004 8.74609e-003 2.23617e-002 3.32127e-002

D8 -1.80164e-003 -4.87035e-003 -4.72320e-003 3.60655e-003

2.30378e-001 3.53714e-004 -3.91740e-004 -4.28150e-003 -1.07332e-002

7.14847e-001 D6 6.75449e-004 1.84765e-003 1.39535e-003

6.30881e-001 3.32671e-001 -1.17477e-004 2.30386e-004 1.99241e-003

-2.79838e-002 8.06892e-001 D4 -2.51963e-004 -6.85857e-004

-1.87035e-001 4.59878e-001 4.82963e-001 3.93473e-005 -1.16467e-004

3.08414e-002 -1.35011e-001 8.36516e-001 9.35887e-005

3.28830e-002 -8.54413e-002 2.24144e-001 -1.32642e-005

-1.05974e-002 3.52263e-002 -1.29410e-001
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Often in the literature, these coefficients shown in Table 2.1 will appear normalized either by
√

2 or 2 depending on which set of coefficients is more convenient for the problem at hand. Ingrid

Daubechies initially presented these coefficients normalized by
√

2 and many authors today follow

her example. Now to keep things straight we will define three different coefficients that illustrate

these three different normalizations.

∑
ak = 2 (2.11)

∑
ck =

√
2 (2.12)

∑
hk = 1 (2.13)

For example, the dilation equation, that we will be using to define our basis functions in terms

of the coefficients, hk is:

φ(x) =
√

2
N−1∑
k=0

h(k)φ(2x− k) (2.14)

2.3 Generating the Scaling and Wavelet Functions

One may notice that in order to explicitly determine the scaling function values at certain points

one must use a recursive technique. Although it is not necessary to represent the Daubechies scaling

or wavelet functions explicitly for the purposes of this work it is useful to understand the mechanics.

In this section, we will generate some example scaling and wavelet function plots allowing us to get

a glimpse as to why it is difficult to represent scaling function derivatives with quadrature rules.

Daubechies scaling functions are only determined at what are called dyadic points. Dyadic

points split the domain into a set of points separated by 1
2j

where j is an integer or level that

represents the coarseness of the mesh. The method used to generate the scaling and wavelet

functions for this work initially calculates the function values at the first set of dyadic points,

x ∈ 0, 1, · · · , N − 2, N − 1, i.e., the integer values. Then the dilation equation is used to generate

the values at half points, then quarter points and so on until an acceptable discretization is reached.

To calculate the function values at the first set of dyadic points one must solve an eigenvalue problem

using the dilation equation at the dyadic points. The linear system in equation 2.15 uses the dilation
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equation 2.1 to set up a system of equations in order to solve the first set of dyadic points for the

D4 scaling function. Using the fact that the support of D4 is [0, 3], we can define the linear system:
a0 0 0 0
a2 a1 a0 0
0 a3 a2 a1

0 0 0 a3



φ(0)
φ(1)
φ(2)
φ(3)

 =


φ(0)
φ(1)
φ(2)
φ(3)

 (2.15)

So, we wish to find an eigenvector corresponding to the eigenvalue equal to one. Of course there

are an infinite number of such vectors, but it turns out that we need the one whose components

sum to one [5]. Once the function values at these dyadic points have been generated, it becomes

a programming exercise to generate the function values at the next level of dyadic points (∆x =

1
2 ,

1
4 ,

1
8 , etc.). Figure 2.6 shows the plots of the scaling function at the first four levels of dyadic

points using the D4 scaling function, which has a domain of support: [0, 3]. This method of

constructing the scaling function is often called the Cascade algorithm.

Now that we have presented a method to calculate scaling function values at the dyadic points,

we can use these values to determine the Daubechies wavelet function at the dyadic points. Using

the general wavelet equation 2.3, we can construct the wavelet function at the dyadic points using

the scaling function values at the dyadic points in combination with the coefficient values, ak.

w(x) =
N−1∑
k=0

(−1)kaN−1−kφ(2x− k) (2.16)

Figure 2.7 shows a few samples of various Daubechies wavelets and scalings functions after 7 levels

of dyadic points, or a resolution of 1
27

constructed using the methods outlined in this section.

2.4 Multi-resolution

Another attractive feature of implementing a wavelet-Galerkin method is the concept of multi-

resolution. Since we are going to be using the Daubechies scaling functions as a basis in our Galerkin

approximation, we must first understand what a basis is and how it will be used. Basis functions

are defined as functions that are not only linearly independent but also span the space that they

occupy.

As we saw in the Haar wavelet example, the translations of a given scaling function at level m

are orthogonal, fulfilling the first condition that the functions be linearly independent. The second
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(a) j = 1 first level (b) j = 2 second level

(c) j = 3 third level (d) j = 4 fourth level

Figure 2.6: Approximation to D4 scaling function using dyadic points: 1
2 ,

1
4 ,

1
8 ,

1
16

condition requires us to define a space that is spanned by the set of orthogonal functions. So, we

can define a space, Vm that is spanned by our scaling functions φm,k(x) for all k; where k represents

all the possible shifts of our scaling function, defined in Vm.

We can say that our set of scaling functions are a basis on Vm, because they are orthogonal.

Now if we increase the value of m which can also be thought of as the resolution or level of

detail represented by our scaling function, we can apply multi-resolution analysis. Multi-resolution

analysis is defined by a number of axioms, the most important in our case being the fact that each

scaling function space contains a less resolved space and it is in turn contained by a more resolved
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space. This concept can be represented in general by the relation:

· · · ⊂ Vm−2 ⊂ Vm−1 ⊂ Vm ⊂ Vm+1 ⊂ Vm+2 ⊂ · · · (2.17)

which are all subspaces of L2(R). For example when m = 4 we have a resolution of 1
24

and when

m = 5 our resolution is 1
25

which contains all the dyadic points from m = 4. Previously we showed

how one could combine the wavelet function at m with a scaling function approximation at m to

get the scaling function approximation at m+1. We will now define a general wavelet space, Wm as

the space containing all wavelet functions wm,k defined with scaling and translational terms m and

k respectively. Also, due to the orthogonality of the wavelet and scaling function, we know that

Wm is the orthogonal complement of Vm in L2. Because the subspaces are nested we can define

the orthogonal complement of Vm as Wm in Vm+1. Using this we can say:

Vm+1 = Vm ⊕Wm (2.18)

Using this relation we can continue to extend it to say that each space, Vm, can be represented

by a series of orthogonal complements:

Vm+1 = Vm−i ⊕Wm−i ⊕Wm−i+1 ⊕Wm−i+2 + · · ·Wm (2.19)

where i is an arbitrary integer used to show that any subspace of the initial space can be added to

the orthogonal complement expression. This shows that the space L2(R), can be represented using

this collection of subspaces to approximate the L2(R) space. This relation also confirms what we

noticed in the Haar example, adding wavelet subspaces to our approximation yields greater details

to the solution. And also importantly we can use our scaling functions to analyze a problem at

multiple scales.
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Figure 2.7: Daubechies Wavelet and Scaling functions D4 to D18
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CHAPTER 3

THE GALERKIN FINITE ELEMENT METHOD

The aim of Galerkin methods is to approximate Ordinary and Partial Differential Equations

(ODE/PDE’s) using a discrete set of basis functions. One of the most commonly used types

of Galerkin methods is the Finite Element Method (FEM). Finite element methods were initially

designed by engineers for use in structural mechanics, analyzing stresses and strains [4]. The flex-

ibility and adaptability [2] inherent in finite element methods provide a major advantage of the

method over many of its counterparts, like the finite difference method. The finite element method

typically uses continuous piecewise polynomial functions as a set of basis functions to approximate

the solutions to the ODE’s and PDE’s. Common choices for bases in the finite element method

are piecewise linear and quadratic polynomials. Later in this paper we will define how we can use

wavelet scaling functions as a basis in our Galerkin approximation. In this chapter we will discuss

the formulation and solution of a sample finite element method problem to understand the process

of a standard Galerkin method. Additionally reduced order modeling approaches in the context of

FEM will be explored in the next chapter.

In this chapter we will first examine the setup and computation of the finite element method

while discussing some of the theory surrounding it. We will use Poisson’s equation as an example in

our preliminary analysis presenting the topics that one must consider when implementing a finite

element method like basis functions and quadrature. Then we will show a standard algorithm that

can be used to handle the finite element method. This chapter will conclude by demonstrating that

the finite element method can be applied to a modified one dimensional heat equation which will

act as our test case throughout the remainder of this work.

3.1 Preliminary Definitions

Before we start working through the finite element method and some of the theory surrounding

it we must first define some of the notation that will be used in this chapter. The first piece of

notation that we must define is the concept of a Hilbert space, H. Hilbert spaces are infinite
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dimensional spaces defined with a complete inner product, where the inner product induces a norm

on the space. The L2(Ω) space, which we are going to be approximating the solution to our

differential equation on, is a Hilbert space over Ω which defines an open connected set within Rn.

The L2(Ω) space has an inner product, (·, ·)L2 , and norm, ‖ ·‖L2 , where we define the inner product

as:

I = (u, v) =

∫
Ω
uvdx (3.1)

and the norm as:

‖u‖L2 = (u, u)
1
2 =

(∫
Ω
u2dx

) 1
2

(3.2)

Then in order to account for functions that have derivatives, we must constrain our Hilbert space

to account for only functions that are sufficiently smooth. This type of space is called a Sobolev

space which contains only functions that have at least k weak derivatives in L2 which is denoted as

Hk(Ω). In this work, we will be particularly interested in the H1 space and the constrained space,

H1
0 . To further restrict the Sobolev space we will be solving on, we define H1

0 (Ω), which consists

of all functions in H1 which satisfy the homogeneous boundary conditions. In H1 we define the

norm:

|| · ||1 =

(∫ 1

0
u2 +

∫ 1

0
(∇u)2

) 1
2

∀u ∈ H1(Ω) (3.3)

Finally we must define a bilinear form which is used on our Hilbert space to transform H ×H to

R1. A bilinear form must have the properties:

A(α1u1 + α2u2, v) = α1A(u1, v) + α2A(u2, v) ∀ u1, u2, v ∈ H
A(u, β1v1 + β2v2) = β1A(u, v1) + β2A(u, v2) ∀ u, v1, v2 ∈ H

(3.4)

where A(·, ·) is our bilinear form and α and β are in R1. Bilinear forms will be very useful in

formulating our weak formulation.

3.2 Poisson’s Equation

Before we can use the finite element method, we must first determine the problem we are trying

to solve. In order to give a brief overview of the finite element method, the Poisson’s equation in

one dimension will be used as an example. Poisson’s equation is straightforward and will allow us

to formulate the weak form, show how to determine inner products and finally solve a linear system
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to determine the finite element solution. Equation 3.5 defines Poisson’s equation along with its

homogeneous Dirichlet boundary conditions.

−ad
2u(x)

dx2
= f(x) 0 < x < 1

u(0) = u(1) = 0
(3.5)

where u(x) is the solution to the ordinary differential equation, f(x) is the forcing function and a

is a leading coefficent in the ODE.

3.2.1 The Weak Formulation

Now that the problem has been chosen we must define a weak formulation. The weak formula-

tion allows us to remove some previous restrictions in the standard problem description. Recalling

the definition of our Sobolev space, H1
0 , we can write a weak form of our problem as:

seek u ∈ H1
0 such that

A(u, v) = F (v) for all v ∈ H1
0

(3.6)

where H1
0 is the Sobolev space that will contain the solution to our differential equation and A(u, v)

is the bilinear form on H1
0 × H1

0 such that A(u, v) = a
∫
u′v′dx. Equation 3.7 shows how we can

multiply our Poisson equation by a test function v, which is in H1
0 , and integrate over the entire

domain to attempt to solve for our solution u, giving us the weak formulation.

−a
∫ 1

0

∂2u

∂x2
vdx =

∫ 1

0
f(x)vdx (3.7)

Because v is in H1
0 we can use integration by parts to balance the derivatives on the second order

term so that the weak formulation of Poisson’s equation can be written as is shown in equation 3.8.

a

∫ 1

0

∂u

∂x

∂v

∂x
dx =

∫ 1

0
f(x)vdx (3.8)

which can also be written as the definition of our bilinear form:

a

∫ 1

0
u′v′dx =

∫ 1

0
fvdx (3.9)

Clearly a solution to 3.5 also satisfies 3.6 and the converse is true if u is sufficiently smooth.

We know that the Lax-Milgram theorem [11] gives a condition which guarantees the uniqueness of
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our solution. Lax Milgram requires that F (v) is a bounded linear functional and the bilinear form

A(·, ·) satisfies both continuity and coercivity conditions, i.e.,

|A(u, v)| ≤ C‖u‖1‖v‖1 ∀ u, v ∈ H1
0

A(u, u) ≥ c‖u‖21 ∀ u, v ∈ H1
0

(3.10)

where C and c are two positive constants that do not have any relation to u and v. Using the

definition of the bilinear form and the definition of the H1 norm, along with the Cauchy-Schwartz

and Poincaré inequalities, it can be shown that the continuity and coercivity conditions are satisfied

for our definition of A(·, ·). We also note that we can write the definition of the bounded linear

functional, F (v) as F (v) =
∫
f(x)vdx.

To discretize we let Sh0 be a finite dimensional subspace of H1
0 . And then we have the discretized

weak form:

seek uh ∈ Sh0 such that
A(uh, vh) = F (vh) for all vh ∈ Sh0

(3.11)

Now that we have defined our fully discrete weak form of the one dimensional Poisson equation

we must define the function uh so that, using the discrete weak formulation, we can determine an

approximation to our differential equation. We hope to be able to transform the discrete weak form

into a linear set of equations. In a Galerkin method we accomplish this by defining uh as a linear

combination of a set of basis functions i.e., a set of functions which are linearly independent and

span the space. We can write this relation as:

uh =

n∑
j=1

cjφj(x) (3.12)

where cj is a constant value that scales our basis function, φj(x). We must also note that because

we have defined uh ∈ Sh0 and vh is also defined in Sh0 then vh must be represented by the same basis

functions as uh. Thus vh will be represented by our basis functions used to define our solution,

{φ(x)}nj=1.

Now using the definition of uh, we can modify our discrete weak formulation to account for

these unknowns:

n∑
j=1

cj

[
a

∫ 1

0
φ′j(x)φ′i(x)dx

]
=

∫ 1

0
f(x)φi(x)dx for i = 1, . . . n (3.13)
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Thus the only unknowns in equation 3.13 are the scaling coefficients cj , which we will demonstrate

that we can solve using a linear system. We must remember that the φj(x) variables represent

functions; so in order to determine these inner products a quadrature rule should be used. In the

next section we will discuss a choice of basis functions and then in a following section will discuss

an appropriate quadrature rule.

3.2.2 Using Piecewise Linear Polynomial Basis Functions

In order to solve the linear system defined in equation 3.13 we must define functions {φj(x)}nj=0

that fit our basis requirement. Continuous piecewise polynomial basis functions are often used in

the finite element method due to their versatility and ease of implementation. One advantage of

using piecewise polynomial basis functions is that in a number of their implementations, including

the ones we will use in this work, the functions fall into the nodal basis category. This means that

each basis element has a value of one at exactly one node and is zero at every other node. Nodes

allow us to discretize our continuous domain into a set of equally or variably spaced elements (space

in between nodes) which is necessary for piecewise polynomials. There are some implementations

within the piecewise polynomial category that do no have nodal basis functions, like cubic splines,

but these will not be analyzed in this work.

On the domain [0, 1] we can discretize using nodes, xi such that 0 = x0 < x1 < . . . < xn <

xn+1 = 1. The most basic of continuous piecewise polynomials is, of course, the linear function. A

nodal basis known as the “hat function” can be given by equation 3.14.

φi(x) =


x−xi−1

xi−xi−1
for xi−1 ≤ x ≤ xi

xi+1−x
xi+1−xi for xi ≤ x ≤ xi+1

0 for x < xi−1 and x > xi+1

(3.14)

From this equation it is clear that the basis function is a nodal basis; where it starts at zero,

increases to one and then decreases back to zero. It is important to notice that the support of this

linear basis function spans over two elements between [xi−1, xi] and [xi, xi+1]. Figure 3.1 shows a

set of piecewise linear basis functions with a uniform spacing of 0.2 that we could be used on our

domain of [0, 1].
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Figure 3.1: Piecewise linear basis functions on [0, 1]

3.2.3 Error Estimate

Before we move to the next section on quadrature we will briefly discuss the error we would

expect to encounter by implementing a finite element method with piecewise linear basis functions.

Our aim will be to find a way to quantify the error in terms of our discretization, h. We will start

by noting Galerkin or Cea’s lemma which, assuming the conditions of Lax-Milgram provides the

statement:

‖u− uh‖H ≤
C

c
inf

χh∈V h
‖u− χh‖H (3.15)

where c and C are the constants that appeared in Lax-Milgram, V h is a family of finite dimensional

subspaces of the underlying Hilbert space and ‖ · ‖H defines the norm on H. This relation shows

that the solution uh, which is in V h is the best approximation to u on V h. Using interpolation

theory we can define the V h-interpolant of u as Ihu. And because we know the result of Galerkin’s

lemma we can state that the error in the interpolant of u must be greater than or equal to the best

approximation to u using the relation:

inf
ξh∈V h

‖u− χh‖H ≤ ‖u− Ihu‖H (3.16)

22



which can then be related back to Galerkin’s lemma so that we can state:

‖u− uh‖H ≤
C

c
‖u− Ihu‖H (3.17)

Now our goal becomes finding a way that we can bound the error in the interpolant using

the discretization, h. If we are able to do this we will have a way to relate the error to the

discretization. Using approximation theory we know that we can relate the error of the interpolant

to the smoothness of the function we are trying to interpolate. Thus, for the H1 norm, we can

write the relation:

‖u− Ihu‖1 ≤ b1hk‖u‖k+1 (3.18)

where b1 is an arbitrary positive constant and again V h defines the set of piecewise polynomials of

order ≤ k with u ∈ Hk+1. Then using this relation and 3.17 we can write:

‖u− uh‖1 ≤ β1h
k‖u‖k+1 (3.19)

Using relation 3.19 we can now relate the error in our finite element approximation to the

discretization for the H1
0 norm. In order to get an approximation for the L2 error we need to make

use of the Aubin-Nitsche lemma also known as “Nitsche’s trick”. If we assume that u is sufficiently

smooth (u ∈ H2), then Nitsche’s trick allows us to state:

‖u− uh‖0 ≤ β2h
k+1‖u‖k+1 (3.20)

where b2 is a positive arbitrary constant and the H0 space is often referred to as L2.

This analysis shows that if we use piecewise linear basis functions to approximate a solution

u ∈ H2 then the error will behave with O(h) accuracy in the H1 norm and O(h2) in the L2 error

norm.

In order to numerically understand the ability of our finite element method with piecewise linear

basis functions to approximate the solution we must compute the rate of convergence. The rate of

convergence is a measure of how much the error decreases as we increase the discretization of our

domain and should converge towards the exponent of the error term. The equation used to solve

for this rate can be given by the following formula.
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Ratei =
log Ei−1

Ei

log ∆xi−1

∆xi

(3.21)

where E represents the error with whatever measure you desire and ∆x refers to the spatial dis-

cretization. So we should expect that the rate of convergence using piecewise linear basis functions

is one and two for the H1 and L2 error norms respectively. Were we to require our finite element

method to have a higher order of accuracy, we could use higher order piecewise polynomials, but

for our sample problem we will stick to using piecewise linear basis functions.

3.2.4 Quadrature Rules

The weak formulation of our problem (equation 3.8) requires us to calculate the inner products,

defined in equation 3.1, of our basis functions a number of times. For the piecewise linear case,

this is not difficult, in fact with a little manipulation we can compute the inner products of our

basis functions exactly. The problem is that with other basis functions and variable coefficients, the

algebra required to resolve this integral exactly becomes very complex and in some cases impossible;

in addition we also have to compute (f, φi) which we may not be able to do exactly. To avoid this

problem we can use quadrature rules. A quadrature rule is a way of approximating an integral with

a summation of the function values at particular points multiplied by predetermined weights.

∫
f(x)dx ≈

n−1∑
i=0

wif(xi) (3.22)

where wi is the predetermined weight to use. There are many quadrature methods that one can

choose and some may work better for different types of integrands. One of the most commonly

used quadrature methods is Gaussian quadrature. Gaussian quadrature was constructed to be able

to represent polynomials of order 2n− 1 exactly, assuming n points. So, because we are only using

piecewise linear basis functions in our problem we will need to use a single quadrature point on

each element. This greatly decreases the complexity of our problem as we only need to calculate

the value of the function at a single point and then multiply that by a weight value that can be

stored.
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3.2.5 The FEM Algorithm

Because the finite element method has been around for such a long time, a large number

of algorithms have emerged that decrease the computational intensity of the method. Object

oriented and parallel finite element codes have proven advantageous in a number of applications

from structural mechanics to fluid flow. But for this research we will present a general method for

computing the finite element method approximation with a straight-forward implementation. This

method will be useful because the way it is set up allows for easy integration of higher order basis

functions and non-uniform element sizing.

First we will define the matrix that we would like to solve for and how it should be constructed.

The stiffness matrix, whose name comes from structural mechanics defines the derivative term that

we are interested in:

Si,j =

∫ 1

0
φ′j(x)φ′i(x)dx (3.23)

which we can use to write our linear system:

aS~c = F (3.24)

Using the definition of the stiffness matrix, we can write the general matrix form that we are

interested in:

S =


∫
φ
′2
1

∫
φ′2φ

′
1 0 · · ·∫

φ′1φ
′
2

∫
φ
′2
2

∫
φ′3φ

′
2 0 · · ·

0
∫
φ′1φ

′
2

∫
φ
′2
2

∫
φ′3φ

′
2 0 · · ·

...
...

...
...

...
. . .

 (3.25)

We should take notice that this matrix is a tri-diagonal system. This comes about because we

know that our basis functions are only defined over two elements and everywhere else they must be

zero. Thus for each piecewise linear basis function we have, only the two adjacent to it will have

non-zero inner products. This will be useful as it will reduce the computational cost to solve the

linear system.

From the algorithmic point of view we will want to have a routine to assemble this S matrix as

well as the right hand side. Below is some pseudo-code that is used as the basis to assemble our

S matrix and right hand side vector. We will need to know some information about the geometry

including vectors keeping track of: the element size, the relation between local and global nodes
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Table 3.1: One dimensional Poisson equation solved with piecewise linear basis functions

h L2 Error H1 error L2 rate H1 rate

0.250000 3.81143e-002 3.57550e-001
0.125000 9.61116e-003 1.78237e-001 1.987551 1.004344
0.062500 2.40786e-003 8.90554e-002 1.996962 1.001026
0.031250 6.02260e-004 4.45199e-002 1.999291 1.000254
0.015625 1.50564e-004 2.22589e-002 2.000010 1.000065

and the nodes for which we are trying to solve (unknown nodes). Also we will need a routine to

calculate the value of the basis function and its derivative at a given point, this routine will be

called: phi.

Loop over all the elements in the domain (ie=1:nelements)

Loop over all the quadrature points in the element (iq=q:nquad)

Loop over all the basis functions in the element (il=1:nbasis)

Determine the unknown node corresponding to basis function il

F(iu) += element spacing*f(quad point)*phi(il,quad point)

Loop over all the basis functions in the element (jl=1:b=nbasis)

Determine the unknown node corresponding to basis function jl

S(iu,ju) += element spacing*(

a*phi’(il,quad point)*phi’(jl,quad point))

Using this algorithm we can construct our linear system and all that is left to do is solve.

3.2.6 Results

Now we have everything we need to solve the one dimensional Poisson equation with homoge-

neous Dirichlet boundary conditions. Because this equation is not the objective of this work we will

merely present a rate of convergence table confirming that the finite element method is approxi-

mating our differential equation at the expected convergence rate. Table 3.1 shows the convergence

rate of the finite element method with linear basis functions assuming zero boundary conditions

with f(x) = π2 sin(πx) whose exact solution is u(x) = sin(πx).

From Table 3.1 we see that the convergence rates we expect to get when using piecewise linear

basis functions is validated. And now that we understand the abilities and uses of the finite element

method we can dive into some more complex problems.
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3.3 The One Dimensional Heat Equation

The sample problem that we will attempt to solve throughout the remainder of this work

is a modified form of the heat equation in one dimension with homogeneous Dirichlet boundary

conditions. The heat equation is a parabolic partial differential equation that is typically used to

measure the heat distribution within a given domain. One can think of the one dimensional heat

equation with homogeneous Dirichlet boundaries as a slice taken from a homogeneous material

with ends kept at constant temperature but non-constant flux. Unfortunately we cannot use the

Lax-Milgram theorem to guarantee the existence and uniqueness of the weak solution to the heat

equation; so instead we reference Thomée [18] for the analysis. The modified 1D heat equation can

be written in equation 3.26.

a1
∂u

∂t
− a2

∂2u

∂x2
+ a3u = f(x, t) for 0 < x < 1, 0 < t ≤ T

u(0, t) = u(1, t) = 0 for 0 < t ≤ T
u(x, 0) = u0(x) for 0 < x < 1

(3.26)

where u(x, t) is the continuous solution to the PDE in space (x) and time (t) with a forcing function

f(x, t), where u0(x) is a given initial condition and our scalar coefficients a1, a2 and a3. We also

note that the general heat equation does not include the non derivative term a3u. We added this

term to increase the number of parameters that could be varied for our reduced order model. Using

the finite element method we can solve this PDE with respect to space at a fixed time in terms of

a linear combination of basis functions.

3.3.1 Weak Formulation

Now that we have added two extra terms to our differential equation we must account for these

terms in our weak formulation. But first for a fixed time tk we can write the general weak problem

as:

seek u(x, tk) ∈ H1
0

a1

∫ 1

0
utvdx+ a2

∫ 1

0
u′v′dx+ a3

∫ 1

0
uvdx =

∫ 1

0
fvdx ∀v ∈ H1

0

(3.27)

The major term to take care of before we can write the final discrete weak form of the modified

one dimensional heat equation is to decide what to do with the temporal derivative. There are

really two main options on how to handle the derivative: we can define the solution vector of cj ’s
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as dependent on time or we can use a finite difference method to approximate the derivative. The

first way would require us to solve a system of ordinary differential equations at each time step.

Because the focus of this work is to demonstrate the ability to use a reduced order model on a

standard Galerkin method, we will implement the straightforward finite difference method. So we

will use the first order backward difference method to approximate the temporal derivative which

will preserve stability. The backward difference approximation can be written as:

∂u(x, t)

∂t
≈ u(x, t)− u(x, t−∆t)

∆t
(3.28)

with some error term of order ∆t added on to the approximation. Using this backward difference

approximation we can generate our fully discrete weak problem. Then by defining Uk, vh ∈ Sh0 we

will seek Uk, using the notation Uk ≈ u(x, tk):

a1
1

∆t

∫ 1

0
Ukvhdx− a1

1

∆t

∫ 1

0
Uk−1vhdx+a2

∫ 1

0
Ukxvxdx+ a3

∫ 1

0
Ukvdx =∫ 1

0
f(x, t)vdx

(3.29)

which is the fully discrete weak problem. Then if we let {φi}nj=1 be a basis for Sh0 , where Uk =∑n
j=1C

k
j φj(x), we can write:

n∑
j=1

Ckj

[
a1

1

∆t

∫ 1

0
φj(x)φi(x)dx+ a2

∫ 1

0
φ′j(x)φ′i(x)dx+ a3

∫ 1

0
φj(x)φi(x)dx

]

=

∫ 1

0
f(x, t)φi(x)dx+ a1

1

∆t

∫ 1

0
uk−1φi(x)dx

(3.30)

and the only unknowns in equation 3.30 are the scaling coefficients Ckj , which can be solved for

using a linear system in a similar way as the Poisson’s equation.

3.3.2 FEM Algorithm for Time Dependent Problems

The difference between the Poisson and our modified heat equation is that the heat equation

includes a time term that we must discretize using a finite difference scheme. From the weak

problem in equation 3.30 we notice that there seem to be three inner product terms. But if we look

a little closer we can see that the temporal derivative and the non-derivative terms can be combined.

We can also write this fully-discrete weak problem in terms of a linear system of equations. The
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difference being that we now must introduce the mass matrix, M , to our linear system. We define

the elements of our mass matrix as:

Mi,j =

∫ 1

0
φjφidx (3.31)

then by factoring out the coefficients we have the linear system:( a1

∆t
+ a3

)
M~c+ a2S~c = F (3.32)

where the mass matrix M also derives its name from structural mechanics. These two matrices

will need to be constructed according to the inner products they represent. The mass matrix can

be constructed in the form:

M =


∫
φ2

1

∫
φ2φ1 0 · · ·∫

φ1φ2

∫
φ2

2

∫
φ3φ2 0 · · ·

0
∫
φ1φ2

∫
φ2

2

∫
φ3φ2 0 · · ·

...
...

...
...

...
. . .

 (3.33)

And then there are only a few minor changes that need to be made including modificaiton of the

algorithm to now account for the added terms. We must add a time stepping loop as well as find

a way to keep track of the solution at previous time steps. We can write a general pseudo-code to

determine an A matrix, representing the sum of M and S, at a fixed time step:

Loop over all the elements in the domain (ie=1:nelements)

Loop over all the quadrature points in the element (iq=q:nquad)

Loop over all the basis functions in the element (il=1:nbasis)

Determine the unknown node corresponding to basis function il

Determine the value of the computed solution the previous

time step (ukm1) at our quadrature point

F(iu) += element spacing*f(quad point)*phi(il,quad point) + ...

(1/dt)*a1*ukm1*phi(il,quad point)

Loop over all the basis functions in the element (jl=1:b=nbasis)

Determine the unknown node corresponding to basis function jl

A(iu,ju) += element spacing*(

(1/dt)*a1*phi(il,quad point)*phi(jl,quad point) + ...

a2*phi’(il,quad point)*phi’(jl,quad point) + ...

a3*phi(il,quad point)*phi(jl,quad point))
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Table 3.2: Finite element convergence rates using piecewise-linear basis functions

h L2 Error L2 Rate Euclidean Error Euclidean Rate

0.250000 1.984484e-001 1.110977e-001
0.125000 5.068219e-002 1.969213e+000 2.230613e-002 2.316318e+000
0.062500 1.272618e-002 1.993680e+000 5.270417e-003 2.081451e+000
0.031250 3.184845e-003 1.998504e+000 1.298985e-003 2.020532e+000
0.015625 7.964149e-004 1.999631e+000 3.235905e-004 2.005144e+000
0.007813 1.991164e-004 1.999908e+000 8.082550e-005 2.001287e+000

3.3.3 Numerical Results

Now that we understand how to work our way through the finite element method we should

present some results on our sample test problem. Using the definition for the modified heat equation

defined in equation 3.26 we can set the values of our coefficients and right hand side. For the test

problem we will define our coefficients as a1 = a2 = a3 = 1, an initial condition of u0 = 0 and the

right hand side as f(x) = (1 + 4tπ2 + t) sin(2πx). With this definition it can be shown that the

exact solution is u(x, t) = t sin(2πx). We will use the H1 and L2 error measures whose expected

results can be found in the Poisson example section.

Also in order to get the best approximation to the actual solution we must take care to select

the values of ∆t and ∆x appropriately. As we know the backwards difference approximation of

our temporal derivative has error of order ∆t whereas we found that the error in our finite element

method had order ∆x2 in L2 for a sufficiently smooth u. So in order to get the best rate of

convergence, we must set ∆t = ∆x2 so that the error depends on ∆x2 and not ∆t.

One other error measure that will be captured is the Euclidean error which measures the point-

wise error between the actual and computed solutions. Although we know that our approximation

to the solution is a continuous function and it should be treated as such, we must use this error

to compare to our Wavelet-Galerkin scheme that will be explained in the coming chapters. The

Euclidean error can also be thought of as the distance between the two solution vectors: actual and

computational. We must be sure to normalize the Euclidean error by the Euclidean norm of the

exact solution in order to compare errors at higher resolutions. Table 3.2 shows the convergence

rates that can be computed using the finite element method with piecewise linear basis functions.
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Using piecewise linear basis functions we can expect a convergence rate of 2 in L2, which is

what we observe from the results. In order to increase this convergence rate we would need to

increase the order of the basis function we are using which also increases the complexity of the

problem and the bandwidth of the linear system we must solve. Figure 3.2 shows the comparison

between the finite element solutions we computed and the exact solution at a few different domain

discretizations.

Figure 3.2: FEM solution to our modified one-dimensional heat equation vs. actual solution at 5
time instances

From these plots we can see that as the spatial discretization is increased, and consequently

the temporal discretization, the finite element solution converges to the actual solution. Each of

these solutions have been generated using the time domain, t = [0, 0.1], capturing five instances

of the solution within that range. Because the temporal discretization is so small for the first
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plot, only one time instance in our temporal domain is realized. Every solution used the temporal

discretization ∆t = ∆x2 to preserve the convergence rate of our finite element method.
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CHAPTER 4

REDUCED ORDER MODELING

As one could imagine, as the size and accuracy of the problem we are trying to solve increases, the

computational complexity also increases. So recently a number of techniques have emerged aimed

at decreasing the complexity of large problems via model reduction [9][15]. Model reduction in our

case will be defined as the process of solving our differential equation which involves a given set

of parameters, using a small set of basis vectors which were created from a large set of solution

snapshots. These solution snapshots are precomputed in order to capture the behavior of the

solution to the differential equation for a range of input parameters. A commonly used method to

generate a basis is the Proper Orthogonal Decomposition or POD [7].

In order to formulate a reduced order model of a differential equation, there are a number

of steps that we must go through including: sampling the parameter space, generating solution

snapshots with the given input parameters, generating orthonormal functions using POD and then

using these orthonormal functions as a basis in a Galerkin method. The first step, sampling the

parameter space, requires knowledge of the range of input parameters to sample from and an

appropriate sampling method for the parameter space. The parameters being referred to in the

case of this work are the coefficient values of our differential equation. There are a number of

different sampling method including Latin Hypercube Sampling (LHS) and Halton sequences[9].

Then once an acceptable parameter set has been defined the next step is to generate solution vectors

at each of the parameter instances for a particular predefined time domain in order to understand

the behavior of the differential equation solutions. Because we are using a time dependent problem,

one must select particular solutions in time for each parameter instance to capture the behavior

of the solution through time. After determining this set of solution vectors, called snapshots, the

next step is to determine basis functions to describe the major modes of the solutions. To do this a

number of methods can be used like the Centroidal Voronoi Tesselation (CVT) as well as the Proper

Orthogonal Decomposition (POD) which will be used in this work. There are some methods like

CVT that do not produce orthonormal basis functions but still capture some of the main features
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of the solution and can always be made to be orthogonal by post-processing. Finally, once the

orthonormal basis functions have been constructed one must use these basis functions to construct

the solution via the Galerkin method used in snapshot generation. It is important to notice that

these basis functions, in general, no longer have compact support. So we depend on the fact that

the linear system we must solve is significantly smaller than the linear system required to solve the

Galerkin linear system using piecewise basis functions.

This chapter will explain a general method of formulating a reduced order model and its ap-

plication to the finite element method using the Proper Orthogonal Decomposition (POD). The

first section will present the first three steps toward formulating the reduced order model including:

sampling the parameter space, determining solution snapshots of the differential equation and then

creating orthonormal reduced basis functions to describe the behavior of the differential equation

solution. This chapter will then conclude with an explanation on how we construct the reduced

order approximation using the Galerkin finite element method. Throughout this section we will

use our simple linear modified heat equation example to work through the process of setting up a

reduced order model.

4.1 Generating Reduced Basis Vectors using FEM

The first thing to be done before reduced basis vectors can be generated and the reduced order

approximation can be constructed is the sampling of the parameter space. A number of different

methods including LHS and Halton sequences are often used in defining input parameters from a

parameter space. Because the main objective of this work is to demonstrate the feasibility of a

wavelet based reduced order model we will not focus on using a specific method to determine the

parameter space. So for this problem we will collect parameter snapshots using a uniform sampling

method.

The next step of applying a reduced order model to a finite element problem is the collection

of snapshots. Snapshots are a set of solutions to a given differential equation using the sampled

parameter space we have just defined. First, we must recall our general one dimensional modified

heat equation with Dirichlet boundary conditions from equation 3.26. We will modify the coefficient

values a2 and a3 in order to define our parameter space and then generate our snapshots. In order

to thoroughly test our reduced order approach and generate a non-trivial solution to the differential
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Figure 4.1: Actual solution at t = 0, 0.025, 0.05, 0.075, 0.1

equation we will set f(x, t) to:

f(x, t) =x(x− 1) [sin(50x) + 200t cos(50x)]

− t [2 (sin(50x) + 100t cos(50x)) + 100(x− 1) (cos(50x)− 100t sin(50x))

+100x (cos(100x)− 100t sin(50x)) + (502)x(x− 1) (− sin(50x)− 100t cos(50x))
]

+ tx(x− 1) (sin(50x) + 100t cos(50x))

(4.1)

With parameters a1 = a2 = a3 = 1 the exact solution can be show to be:

u(x, t) = tx(x− 1) [sin(50x) + 100t cos(50x)] (4.2)

which describes a highly oscillatory function that is zero at the boundaries. Figure 4.1 shows the

exact solution to the differential equation on the domain [0, 1] for parameters a1 = a2 = a3 = 1.

Using this choice of f(x, t) in the modified heat equation along with the sampled parameter

set, we can then go about gathering the snapshot set that will be used to define our reduced order

model. Figure 4.2 shows some example finite element solutions to the differential equation with four

different parameter sets at 5 discrete time instances, whose solutions could be extracted to form

the snapshot set. To generate our snapshot set our parameters a2 and a3 were varied uniformly

between [0, 2] with a step size of 1. Only the second two parameters are varied due to the fact that

the parameters can be scaled with respect to a1. Because this is a time dependent problem we
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must also find a way to capture information about the solution at different points in time as well.

Since we already have 9 instances of the parameter set, 5 random instances in time will be picked

to include in the snapshot set bringing our total number of snapshots to 45. Because this is a linear

problem with a relatively simple solution we expect 45 snapshots to be adequate in capturing most

of the information about the differential equation. The solutions are then stored in column ordered

matrix that will be decomposed using SVD.

(a) a1 = 1, a2 = 1 and a3 = 1 (b) a1 = 1, a2 = 1 and a3 = 2

(c) a1 = 1, a2 = 2 and a3 = 1 (d) a1 = 1, a2 = 2 and a3 = 2

Figure 4.2: Sample FEM snapshots with t = 0, 0.025, 0.050, 0.075, 0.100

Now, if we store our solution vectors columnwise in some matrix, A, we can use the Singular

Value Decomposition (SVD) to extract the basis vectors or the most important components of the
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Figure 4.3: Singular values of FEM snapshot matrix

solution. For terminologies sake we refer to this step as the POD even though we are actually using

SVD to decompose the solution vectors. Again since this is a linear problem, we expect there to be

only a few basis vectors that have any major effect on the solution. The SVD can be written as:

A = USV T (4.3)

where U and V represent the column and row space of A respectively and are also orthogonal

matrices, and S is a diagonal matrix that contains the ordered set of singular values from the

decomposition. The singular values can be thought of as the importance of the columns of U and

V and give an idea of how well the matrix A can be reconstructed. It is important to note that only

the interior nodal information from the snapshots was included in the SVD. This is because we are

using a homogeneous Dirichlet boundary condition. For non-homogeneous boundary conditions we

will refer to the work done by Gunzburger et al. [9]. The linearity of this problem should mean

that there should only be a few singular values that are effectively non-zero. The singular values

of A can be plotted logarithmically as is shown in Figure 4.3. We notice that only the first few
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singular values have values of any real significance, and by the tenth singular value the magnitude

is less than 10−5.

Because we wish to capture the columnwise information from our snapshot matrix A, we only

really need the U matrix to determine our reduced basis functions. Using the U matrix, we can

extract and plot the first four basis vectors to get an idea of the major themes in our finite element

solution.

(a) a1 = 1, a2 = 2 and a3 = 0 (b) a1 = 1, a2 = 2 and a3 = 2

Figure 4.4: First four basis vectors calculated using SVD

From the plots in Figure 4.4 we can see that the first two basis vectors captures the majority

of the general shape of the solution. We also note that the third basis vector seems to account

for more of the oscillation near the boundaries but by the time we get to the fourth basis vector

we notice that it is mostly noise. It is important to notice that when we wish to reconstruct our
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solutions with our new basis functions we cannot simply use the nodal values because our basis is

no longer a nodal basis function as it is nonzero at more than one node.

4.2 Solution Approximation using Reduced Basis

Now that we have the set of reduced basis vectors we can then reconstruct a solution to the

differential equation using any set of parameters that lies within our parameter space. This param-

eter set must lie within the defined parameter space that we defined in our snapshot generation

because otherwise we would be extrapolating a solution from a data set that we had no information

about. To reconstruct the reduced order model solution we can use practically the same method

that was used to generate a finite element approximation to the solution of the differential equation.

The major difference is that our basis functions are now no longer compactly supported and now

exist over our entire domain. Also we note that our basis functions are now orthogonal and are

defined in terms of our piecewise FEM basis functions. Because the reduced basis functions we

determined will, in general, be defined at every node, the linear system we must solve is typically

dense. So it is important that we be able to say that the cost of solving a small dense linear system

is smaller than being able to solve a larger sparse linear system. For this linear finite element test

problem we will note that this condition is not going to be met as solving a tri-diagonal system is

not computationally expensive. The idea here is to show that this is a viable approach that could

be applied to a more complex or nonlinear problem where this condition could be met.

First we must define the reduced order model solution, assuming we will use a set number of N

basis functions, as a linear combination of some coefficient, αj , and the reduced basis vectors, ψj

for j = 1, . . . N . But each reduced basis vector, ψj , is defined in terms of our piecewise polynomial

basis function used to generate our snapshots. Then we have:

ukROM =
N∑
j=1

αkjψj(x) where ψj(x) =
n∑
l=1

Cj,lφl (4.4)

where N is the number of reduced basis functions we wish to include in our simulation, n is the

number of piecewise basis functions that were used in our FEM approximation and ukROM is an

approximation to u(x, tk). The definition of our reduced basis solution can then be used to formulate

another weak form of the problem, just this time in terms of ψ.
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N∑
j=1

αkj

[
a1

1

∆t

∫ 1

0
ψj(x)ψi(x)dx+ a2

∫ 1

0
ψ′j(x)ψ′i(x)dx+ a3

∫ 1

0
ψj(x)ψi(x)dx

]

=

∫ 1

0
f(x, t)ψi(x)dx+ a1

1

∆t

N∑
j=1

αk−1
j

∫ 1

0
ψjψi(x)dx for j = 1, . . . N

(4.5)

So by modifying the loops over our basis functions in our original finite element code we can

reconstruct the reduced order solution with a given set of input parameters and reduced basis

functions to use.

We now wish to test our reduced order model by constructing a reduced order solution for two

different sets of input parameters. The examples we wish to examine are:

Example 1: a1 = a2 = a3 = 1

Example 2: a1 = 1, a2 = 1.5, and a3 = 0.75
(4.6)

As we can see, the parameters for the first example, existed in our snapshot set whereas the

parameters for example two, do not. This is an important concept because the point of reduced

order modeling is to be able to approximate solutions that exist within the parameter space quickly.

It is alright to generate solutions at parameters used in our snapshot set, but this is not the overall

intent of reduced order modeling. Figure 4.5 shows an the reduced order solution to both of our

example problems using only a single basis vector.

(a) Example 1 (b) Example 2

Figure 4.5: Reduced order model approximation to the finite element solution with one basis
function for five time instances
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From Figure 4.5, we can see that the reduced order solution to both of our example problems ap-

pears to do a relatively good job at approximating the solution to differential equation. Figures 4.6

and 4.7 show the reduced order solution using two and three basis functions respectively.

(a) Example 1 (b) Example 2

Figure 4.6: Reduced order model approximation to the finite element solution with two basis
functions for five time instances

(a) Example 1 (b) Example 2

Figure 4.7: Reduced order model approximation to the finite element solution with three basis
functions for five time instances

As we can see from Figure 4.6 the reduced order model solution lines up fairly closely to the finite
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Table 4.1: Example 1: FEM Reduced order approximation error while increasing the number of
basis functions

Basis functions L2 Error Euclidean Error

1 6.46873e-001 6.48628e-001
2 2.66148e-001 2.87067e-001
3 1.96136e-001 2.06806e-001
4 1.56399e-002 1.50642e-002
5 2.12547e-002 2.02963e-002

element solution using only two basis functions! And then when we include three basis functions,

our approximation gets even better! This is a trend we expect to see because as we add more basis

functions, we add more information about the solution. Tables 4.1 and 4.2 show the error between

the finite element solution and the reduced order solution for both examples. The reason that the

reduced order solution is compared to the finite element solution is that the reduced order model

solution was computed based on the finite element solution and not the actual solution. We can

refer to the error bound to better understand how the errors we are representing compare to the

actual solution:

||u− uROM || ≤ ||u− uFEM ||+ ||uFEM − uROM || (4.7)

So we see that the combination of the error between our reduced order solution and the exact

solution is bounded by the summation of the differences of these two errors with the finite element

solution. Thus the error that we really care about is the difference between the finite element

solution and the reduced order solution because we already have the error between the exact and

the FEM solution.

Table 4.2: Example 2: FEM Reduced order approximation error while increasing the number of
basis functions

Basis functions L2 Error Euclidean Error

1 6.43105e-001 6.44850e-001
2 2.69186e-001 2.89482e-001
3 1.95596e-001 2.06052e-001
4 1.03010e-002 1.00612e-002
5 1.88020e-002 1.79143e-002

42



From Table 4.1 we can see that the error clearly is decreasing as we increase the number of

basis functions we include in our reduced order model. The fact that the rate at which the error

is decreasing is encouraging, showing us that this differential equation is able to be represented

accurately with only a few basis functions. This is often the case for linear problems, reduced order

modeling is very good at representing linear problems which is not as often the case for nonlinear

problems.
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CHAPTER 5

THE WAVELET-GALERKIN METHOD

Now that we understand the concepts of wavelets and a Galerkin method, we can begin to formu-

late one of the objectives of this paper: a wavelet-Galerkin method. Wavelet-Galerkin methods

use scaling or wavelet functions as their bases, so the solution of the differential equation is ap-

proximated by a linear combination of the elements in the basis. The concepts of these methods

have been around since the emergence of wavelet functions yet there were some major hurdles to

overcome before they could be counted as viable methods. One of the biggest hurdles was the

fact that standard quadrature methods do not work well on the derivatives of the wavelet basis

functions. Then in the early 1990’s Latto et al. [1] devised a way to exactly compute inner products

of the wavelet scaling functions. This opened up new possibilities for the wavelet-Galerkin method

to be applied to wide ranges of problems from the harmonic wave equations [13] to Poisson’s and

Schrödinger’s equations [8]. For this work we will be using the scaling functions as a basis due

to the considerable amount of work that has been done in this specific area. Nielson[14] presents

the process and some examples of using wavelets as opposed to scaling functions as a basis for a

Galerkin method.

This chapter will go through the steps we must take to solve our standard one dimensional

modified heat equation with Dirichlet boundary conditions defined in equation 3.26 using a wavelet-

Galerkin method. The first section will discuss setting up the basis functions to be used in the

wavelet-Galerkin method as well as present the weak formulation that will be used throughout this

chapter. Following this section will be a discussion of how to calculate the inner products occurring

in the weak formulation using the method devised by Latto et al. [1]. Once the inner products

have been calculated a method will be presented on how to handle Dirichlet boundary conditions

within our linear system. Then we will show how the linear system can be constructed from the

precomputed inner products. Finally a few results will be presented to demonstrate the capabilities

of the wavelet-Galerkin method.
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5.1 Weak Formulation

The first step in setting up our wavelet-Galerkin method is defining our weak formulation based

on the one dimensional modified heat equation with Dirichlet boundary conditions that we defined

in equation 3.26. The weak formulation has already been given for the finite element case and

we will follow a similar process for the wavelet-Galerkin method. In the finite element method,

we recall that we multiplied our equation by a test function, v, and then integrated by parts to

balance the derivatives. This was done in order to avoid requiring a strict smoothness condition

on the unknown solution which allowed us to use a piecewise polynomial basis. For the wavelet-

Galerkin method we are going to be using infinitely differentiable scaling functions as our basis, so

performing integration by parts is no longer necessary. Using this information we can write our

continuous weak formulation:

a1

∫ 1

0
utvdx− a2

∫ 1

0
uxxvdx+ a3

∫ 1

0
uvdx =

∫ 1

0
f(x, t)vdx (5.1)

where u(x, t) is the solution to our differential equation, satisfying the given boundary and initial

conditions. Because we wish to generate a fully discrete solution to the differential equation, we

must define the solution to our wavelet-Galerkin method as a linear combination of the a scaling

coefficient and the Daubechies scaling function. As in the finite element method we will represent

the temporal derivative using a backward difference scheme. This means for a fixed time, tk, we

can define the wavelet-Galerkin solution at level m, as:

uwg(x, t
k) = 2

m
2

∑
j

µkj,mφ(2mx− j) (5.2)

where uwg is the wavelet-Galerkin solution and µkj,m are the scaling coefficient values that we will

try to determine. We will determine how many basis functions are needed throughout the domain

in the section on boundary conditions as it is not exactly straightforward like the finite element

method. Now the objective becomes determining a fully discrete weak formulation so that we can

attempt to setup a linear system to solve for µkj,m. Remembering that the scaling term, 2
m
2 allows

us define our scaling functions as orthonormal, we can write the fully discrete weak formulation as:
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2m
∑
j

µkj,m

[
a1

1

∆t

∫ 1

0
φ(2mx− j)φ(2mx− i)dx− a2

∫ 1

0
φ′′(2mx− j)φ(2mx− i)dx

+ a3

∫ 1

0
φ(2mx− j)φ(2mx− i)dx

]
= 2

m
2

∫ 1

0
f(x, t)φ(2mx− i)dx+ a1

2
m
2

∆t

∫ 1

0
uk−1
wg φ(2mx− i)dx

(5.3)

As we mentioned, computation of the inner products of scaling function derivatives is not

practical with current quadrature methods, due to the extreme oscillatory nature of scaling function

derivatives. But if we apply a method defined by Latto et. al.[1], we can find the inner products of

the form:

∫
φ′′(x)φ(x− l)dx (5.4)

In order to get the terms in our weak formulation to conform to this definition of the inner product,

we must perform a change of variables. So if we set y = 2mx− j for the double derivative integral

terms in equation 5.3, then we can write the weak formulation inner product term as:∫
φ′′(2mx− j)φ(2mx− i)dx = 2−m

∫
φ′′(y)φ(y + j − i)dy (5.5)

where we can define a shift term, l, based on the arbitrary shift terms, i and j, such that l = i− j.

Using this definition, it is clear that we have the inner product definition from equation 5.4.

In section 5.2 we will discuss how to exactly calculate the inner product defined in equation 5.4

using the method developed by Latto et. al.[1]. Section 5.3 will present a technique to deal with

Dirichlet boundary conditions via modifying the number of scaling functions over the entire domain.

5.2 Calculating the Connection Coefficients

Due to the inherent oscillatory properties of the derivatives of scaling functions, we cannot use

a standard quadrature rule [16] to approximate the values of the inner products like was done in

the finite element method. To circumvent this problem we will use a method developed by Latto et

al. [1] to generate, using Latto’s terminology, connection coefficients which are used to determine

the exact inner products between scaling functions and their derivatives.
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First we will present Figure 5.1, which shows an example collection of scaling basis functions

that can be used to construct our wavelet-Galerkin method. In the finite element case, it was clear

which basis functions we needed to include because their support was only over two sub-intervals of

the domain whereas in the wavelet case we must now account for the entire domain covered by the

specific wavelet we choose. Based on the domain of support for each of our scaling functions we find

that the number of overlapping basis functions is dependent on the domain of the scaling function

and subsequently, the scaling function genus. This also means that our scaling basis functions do

not form a nodal basis, but it turns out that we do not need to reconstruct the solution with respect

to the explicit function values of our scaling basis functions; this will be explained in a later section.

Figure 5.1: D6 Scaling basis functions with m = 0

In order to determine which connection coefficients we must compute, we must first understand

the physical properties of our basis functions. For our Daubechies family of wavelets, DN , we know

that each φ(x) has a domain of support equal to [0, N − 1]. So for the example in Figure 5.1, our

scaling function is D6 and has a domain of support [0, 5], the red function indicates the scaling

function with no shift term. From the plot we can see that the scaling functions φ(x+ 4) (support

[−4, 1]) to φ(x−4) (support [4, 9]) have some overlap on the domain [0, 5], of φ(x). Thus in general

we can state that the scaling functions φ(x+(N−2)) to φ(x− (N−2)) overlap the original domain

[0, N − 1]. This means that the overall domain that we must account for is [−(N − 2), (N − 2)]

implying there are 2(N − 2) + 1 basis functions that contribute to the inner product with φ(x). We

can see this in the example D6, where we have nine total basis functions and thus nine integrals

47



to compute. Likewise for D8 and D10 there should be thirteen and seventeen integrals to compute

respectively. This is important because it defines the number of connection coefficients we will

have for each type of scaling function, as well as the resulting bandwidth of our linear system to

be constructed.

In order to solve for the connection coefficients, Γdm,l, we must use the definition of the inner

product to write:

Γdm,l =

∫ ∞
−∞

φd(x)φ(x− l)dx (5.6)

where for our case, d = 2, but we will present the general case because the amount of work is the

same. We will start by first substituting the definition of the scaling function from equation 2.14

into the connection coefficient relation:

Γdm,l = 2(2d)

∫ ∞
−∞

(
N−1∑
k=0

hkφ
d(2x− k)

)(
N−1∑
k−l=0

hk−lφ(2mx− k − l)

)
dx (5.7)

where we can define the variable j = k − l and also refine the leading coefficient:

Γdm,l = 2d+1

∫ ∞
−∞

(
N−1∑
k=0

hkφ
d(2x− k)

)N−1∑
j=0

hjφ(2x− j)

 dx (5.8)

And then to put the equation in the form of the connection coefficient relation we can perform a

change of variables with y = 2x− k in order to put the shift term on only one scaling function.

Γdm,l = 2d+1
N−1∑
k=0

N−1∑
j=0

hkhj

∫ ∞
−∞

φd(y)φ(y − j + k)dy (5.9)

Because j and k are arbitrary shift terms we can relate j + k back to our original inner product

shift term, l, we are left with:

Γdm,l = 2d+1
N−1∑
k=0

N−1∑
l=0

hkhl

∫ ∞
−∞

φd(y)φ(y − l)dy (5.10)

Then since we have defined Γdm,l as the inner product of two scaling functions with a derivative

term, we can represent the right hand side of equation 5.10 in terms of Γdm,l. Thus we are going to

end up with an eigenvalue problem:
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1

2d+1
Γdm,l =

N−1∑
k=0

N−1∑
l=0

hkhlΓ
d
m,l (5.11)

Now because we wish to solve this system of equations for all the possible connection coefficients,

the strategy here is to turn this into a linear system of equations. Were we to replace the sum on

the right hand side (
∑N−1

k=0

∑N−1
l=0 hkhl) with a matrix T , then our equation would become:

1

2d+1
Γdm,l = TΓdm,l (5.12)

Then we can turn this eignevalue problem into a linear system, which will need an additional

constraint in order to get a unique solution:

(T − 1

2d+1
I)Γdm,l = 0 (5.13)

So the next step involves setting up the matrix, T , to represent the coefficient summation on

the right hand side of equation 5.11. To do this, we can define the two summation coefficients, hk

and hl, as Toeplitz matrices. The hk term in equation 5.11 will yield a coefficient matrix of (↓ 2)H

where (↓ 2) lets us know that we must shift each row down two spaces. Then from the hl term

in 5.7 it can be shown that the Daubechies coefficients will yield an HT Toeplitz matrix. Thus the

coefficient matrix, T , we wish to generate can be defined by by the matrix multiplication of the

two Toeplitz matrices such that T = (↓ 2)HHT . Using this method we end up with a matrix that

is size 2N − 3× 2N − 3, and we can visualize the first three rows of matrix T for D4.

T =


∑2

k=0 hkhk+1
∑3

k=0 h
2
k

∑2
k=0 hkhk+1

∑1
k=0 hkhk+2 h0h3 · · ·

h0h3
∑1

k=0 hkhk+2
∑2

k=0 hkhk+1
∑3

k=0 h
2
k

∑2
k=0 hkhk+1 · · ·

0 0 h0h3
∑1

k=0 hkhk+2
∑2

k=0 hkhk+1 · · ·
...

...
...

...
...

. . .

 (5.14)

The problem with this linear system is, according to Besora[3], there is no unique nonzero

solution to this linear system. It has been shown that using the moments of the scaling functions

we can derive an additional normalization condition, leaving us with a unique solution to the

connection coefficient problem. Thus, we must find a way to relate the moments to the connection

coefficients we are trying to determine. Our strategy for approaching this problem will be to

find a general relation between the moment equation and our scaling functions and eventually our
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connection coefficients. To do this we will attempt to determine Mp
0 using M j

0 for j < p given M0
0 .

First we must remind ourselves of the traditional moment equation:

Mp
l =

∫ ∞
−∞

xpφ(x− l)dx (5.15)

where l again represents the function shifts and p is the polynomial order we will multiply our

scaling function by. From the definition of our scaling function, we noted that:
∫∞
−∞ φ(x)dx = 1.

So this means that we can say that the zero-order moment, M0
l = 1 for all l in the domain of our

scaling function.

Then we will use the definition of the dilation equation 2.14 to substitute into our original

moment equation 5.15 letting l = 0.

Mp
0 =
√

2
N−1∑
k=0

hk

∫ ∞
−∞

xpφ(2x− k)dx (5.16)

where we will again use m as the discretization of our mesh and k as a shift parameter. Then if we

want to perform a change of variables by substituting y = 2x our moment equation would become:

Mp
0 =

2
1
2

(2)2p

N−1∑
k=0

hk

∫ ∞
−∞

ypφ(y − k)dy (5.17)

and cleaning it up a little:

Mp
0 =

1

2p+
1
2

N−1∑
k=0

hk

∫ ∞
−∞

ypφ(y − k)dy (5.18)

Similar to the procedure that we used to calculate the connection coefficients, we notice that

there appears to be a recurrence relation in equation 5.18. Thus we can write said recurrence

relation as:

Mp
0 =

1

2p+
1
2

N−1∑
k=0

hkM
p
k (5.19)

Now we need to find a way to solve for Mp
k . To do this we can perform another change of variables

on the definition of Mp
k given at the end of 5.18. We will set u = y− k so that our scaling function

is only a function of a single variable. Doing this then expands the yp term which will now become

(u+ k)p, which can be solved using a binomial expansion according to equation 5.20

(u+ k)p =

p∑
j=0

(
p

j

)
ujkp−j (5.20)
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Thus we can use the definition of the binomial expansion 5.20 and the moment equation for Mp
k

to define a relation between the moment at any shift to the moment with no shift.

Mp
k =

∫ ∞
−∞

(u+ k)pφ(u)dx

Mp
k =

p∑
j=0

(
p

j

)
kp−j

∫ ∞
∞

ujφ(u)dx

Mp
k =

p∑
j=0

(
p

j

)
kp−jM j

0

(5.21)

and then by putting this equation back into equation 5.19 we can generate a general equation for

calculating the moment at any polynomial order, p, with no shifts, k = 0.

Mp
0 =

1

2p+
1
2

N−1∑
k=0

hk

p∑
j=0

(
p

j

)
kp−jM j

0 (5.22)

If we recall the fact that the moment equation should integrate to one when p = 0 we can

calculate the moments at any shift and polynomial order. Now that we have found a way to

calculate the moments we need to use them to normalize our connection coefficient linear system.

To do this we need a way to relate the moments of our scaling function to the connection coefficients

we are trying to find. Along with the definition of a moment in equation 5.15 we can define an

infinite summation using the same relation except we are now just isolating the polynomial term:

xd =

∞∑
l=−∞

Mdφd(x− l) (5.23)

If we differentiate this equation and multiply both sides by the integration of the scaling function∫∞
−∞ φ(x), which integrates to one, we will get a relation to the connection coefficients:

N−2∑
l=2−N

Md
l Γdl = d! (5.24)

But now we must adjust our scaling factor outside of equation 5.22 because we need to account

for the derivative term. For our linear system we only need to relate the derivative term to the

moment equation so the polynomial order is no longer necessary. So if we go back to equation 5.16

and instead set p = 0 and put a derivative term on our scaling function, it can be shown that the

moment equation will become:
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Md =
1

2d+ 1
2

N−1∑
k=0

hk

d∑
j=0

(
d

j

)
kd−jM j

0 (5.25)

Now we have everything we need to solve our linear system in equation 5.13 as long as we add

on an additional row to represent the normalizing moment equation that we have just derived.

Using this method we can solve and store the connection coefficients as a pre-processing step so

that they can just be indexed into our linear system that we will use to generate a wavelet-Galerkin

solution to our differential equation. Tables 5.1 to 5.3 display a few of the computed connection

coefficients at D6, D8 and D10.

Table 5.1: Connection Coefficients for D6

d = 1 d = 2

Γ m = 1 m = 3 m = 1 m = 2 m = 3

k = −4 -6.849315e-004 -1.095890e-002 2.142857e-002 3.428571e-001 5.485714e+000

k = −3 -2.922374e-002 -4.675799e-001 4.571429e-001 7.314286e+000 1.170286e+002

k = −2 2.904110e-001 4.646575e+000 -3.504762e+000 -5.607619e+001 -8.972190e+002

k = −1 -1.490411e+000 -2.384658e+001 1.356190e+001 2.169905e+002 3.471848e+003

k = 0 -4.508571e-015 2.424328e-015 -2.107143e+001 -3.371429e+002 -5.394286e+003

k = 1 1.490411e+000 2.384658e+001 1.356190e+001 2.169905e+002 3.471848e+003

k = 2 -2.904110e-001 -4.646575e+000 -3.504762e+000 -5.607619e+001 -8.972190e+002

k = 3 2.922374e-002 4.675799e-001 4.571429e-001 7.314286e+000 1.170286e+002

k = 4 6.849315e-004 1.095890e-002 2.142857e-002 3.428571e-001 5.485714e+000

5.3 Handling Dirichlet Boundary Conditions

Now that we have the values of the improper connection coefficients, we want to see how to use

these to set up a linear system to determine the wavelet-Galerkin approximation to our differential

equation. To do this we must determine how to implement the Dirichlet boundary conditions.

In the literature there are two main approaches to resolve the boundary conditions. The first is

to modify the basis functions at the boundary so that their support is reduced[16]. The second

approach is to extend the domain so that the support of all basis functions is included in the domain.

Thus the improper connection coefficients that we computed can be used directly. For this research

the method of extending the domain will be used to resolve the boundaries, this method is often

referred to as the “Fictitious Boundary” approach [12].
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Table 5.2: Connection Coefficients for D8

d = 1 d = 2

Γ m = 1 m = 3 m = 1 m = 2 m = 3

k = −6 -1.681701e-006 -2.690722e-005 6.368660e-005 1.018986e-003 1.630377e-002

k = −5 3.444124e-004 5.510598e-003 -6.521508e-003 -1.043441e-001 -1.669506e+000

k = −4 4.448099e-003 7.116959e-002 -4.229091e-002 -6.766546e-001 -1.082647e+001

k = −3 -6.716041e-002 -1.074567e+000 6.038916e-001 9.662266e+000 1.545962e+002

k = −2 3.839979e-001 6.143967e+000 -2.791476e+000 -4.466362e+001 -7.146180e+002

k = −1 -1.586019e+000 -2.537630e+001 1.056828e+001 1.690925e+002 2.705480e+003

k = 0 2.874322e-014 -8.929573e-015 -1.666389e+001 -2.666223e+002 -4.265957e+003

k = 1 1.586019e+000 2.537630e+001 1.056828e+001 1.690925e+002 2.705480e+003

k = 2 -3.839979e-001 -6.143967e+000 -2.791476e+000 -4.466362e+001 -7.146180e+002

k = 3 6.716041e-002 1.074567e+000 6.038916e-001 9.662266e+000 1.545962e+002

k = 4 -4.448099e-003 -7.116959e-002 -4.229091e-002 -6.766546e-001 -1.082647e+001

k = 5 -3.444124e-004 -5.510598e-003 -6.521508e-003 -1.043441e-001 -1.669506e+000

k = 6 1.681701e-006 2.690722e-005 6.368660e-005 1.018986e-003 1.630377e-002

The fictitious boundary method requires us to add N − 2 scaling functions to each end of the

domain, in one dimension, so that the scaling functions at the end of each boundary are balanced

with the N − 2 scaling functions on either side of it. The N − 2 scaling functions are added to

both ends of the domain to preserve symmetry even though they are only needed on the right hand

side of the domain to ensure that our final basis function has support contained in the region. The

first and last equations in our linear system will be reserved for enforcing the Dirichlet boundary

conditions. So the size of our system depends not only on the resolution of the domain but also the

choice of scaling function. For example if we consider the node spacing, 1
2m , that will account for

2m + 1 equations, assuming a domain of [0, 1]. Then if we include the fictitious points, 2(N − 2),

plus the two extra equations to enforce our Dirichlet boundary, we are left with a matrix size of

2m + 3 + 2(N − 2). So we can see for high resolutions or large values of m, then 3 + 2(N − 2) is

less burdensome on the linear system.

We will reserve the first and last equations in the linear system to handle the Dirichlet boundary

conditions. The equation that handles the Dirichlet boundary condition can be understood by

examining the example at the left boundary where we set uwg(0, t) = g(t), so that:
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Table 5.3: Connection Coefficients for D10

d = 1 d = 2

Γ m = 1 m = 3 m = 1 m = 2 m = 3

k = −8 -5.392104e-010 -8.627354e-009 1.415504e-008 2.264806e-007 3.623690e-006

k = −7 -5.048234e-007 -8.077175e-006 6.626177e-006 1.060188e-004 1.696301e-003

k = −6 -1.080946e-004 -1.729514e-003 1.468582e-003 2.349730e-002 3.759569e-001

k = −5 -4.784716e-004 -7.655546e-003 3.178482e-003 5.085572e-002 8.136915e-001

k = −4 1.492279e-002 2.387647e-001 -1.196319e-001 -1.914111e+000 -3.062577e+001

k = −3 -1.067051e-001 -1.707282e+000 7.238142e-001 1.158103e+001 1.852964e+002

k = −2 4.576404e-001 7.322246e+000 -2.598009e+000 -4.156814e+001 -6.650902e+002

k = −1 -1.651812e+000 -2.642899e+001 9.659161e+000 1.545466e+002 2.472745e+003

k = 0 1.963903e-014 -1.481931e-013 -1.533998e+001 -2.454396e+002 -3.927034e+003

k = 1 1.651812e+000 2.642899e+001 9.659161e+000 1.545466e+002 2.472745e+003

k = 2 -4.576404e-001 -7.322246e+000 -2.598009e+000 -4.156814e+001 -6.650902e+002

k = 3 1.067051e-001 1.707282e+000 7.238142e-001 1.158103e+001 1.852964e+002

k = 4 -1.492279e-002 -2.387647e-001 -1.196319e-001 -1.914111e+000 -3.062577e+001

k = 5 4.784716e-004 7.655546e-003 3.178482e-003 5.085572e-002 8.136915e-001

k = 6 1.080946e-004 1.729514e-003 1.468582e-003 2.349730e-002 3.759569e-001

k = 7 5.048234e-007 8.077175e-006 6.626177e-006 1.060188e-004 1.696301e-003

k = 8 5.392093e-010 8.627358e-009 1.415504e-008 2.264807e-007 3.623690e-006

uwg(0, t
k) =

∑
j

µkj,mφ(−j) = g(tk) (5.26)

where if we take the inner product with φ(−l) we find:∑
j

µkj,m

∫
φ(−j)φ(−l)dx = g(tk)

∫
φ(−l)dx = g(tk) (5.27)

which by orthonormality of the scaling functions, we can see that the integral, on the left, just

evaluates to the Kronecker-delta function, δj,l. So this equation for the Dirichlet boundary condi-

tions on the left side of the domain just becomes the identity with the one in the Nth column and

the first element of the right hand side should be g(tk). The right boundary can be handled in a

similar manner.

5.4 Solving for the Wavelet-Galerkin Approximation

Now that we have discussed the weak formulation, connection coefficients and the Dirichlet

boundary conditions; we are now ready to begin setting up the linear system for the discrete
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problem we discussed in the weak formulation section. So first we will write the simplified discrete

weak formulation at time tk:

2m
∑
j

µkj,m

[
a1

1

∆t

∫
φm,j(x)φm,i(x)dx− a2

∫
φ′′m,j(x)φm,i(x)dx+ a3

∫
φm,j(x)φm,i(x)dx

]

= 2
m
2

∫
f(x, t)φm,i(x)dx+ a1

2
m
2

∆t

∫
uk−1
wg φm,i(x)dx

(5.28)

where we recall that φm,j and φm,i are shorthand notation defined in equation 2.4. Then when we

apply orthonormality, we can rewrite the discrete weak form:

2m
∑
j

µkj,m

[
a1

1

∆t
δj,i − a2

∫
φ′′m,j(x)φm,i(x)dx+ a3δj,i

]

= 2
m
2

∫
f(x, t)φm,i(x)dx+ a1

2
m
2

∆t

∫
uk−1
wg φm,i(x)dx

(5.29)

So using the discrete weak formulation defined above we can begin to formulate the linear

system. Like the finite element method we can define a set of matrices that represent the left hand

side of the linear system. So we can write the elements of the non-derivative matrix, D1, as:

D1 = a1
1

∆t
δj,i + a3δj,i (5.30)

and then the elements of the double derivative matrix, D2:

D2 = a2

∫
φ′′m,j(x)φm,i(x)dx (5.31)

Then using the definitions of these two matrices, we can write the linear system of equations:

D1~µ+D2~µ = F (5.32)

where D1 and D2 will represent the non derivative and the double derivative terms respectively.

Also F is just used as a placeholder for the right hand side in this example and will be clarified

later on in this section. Since D1 represents the non-derivative terms and we know that these

terms can be represented by the Kronecker-delta function, its construction is straightforward. We

can construct D1 as the identity matrix for all rows and columns excluding the first and last rows

which are reserved for the Dirichlet boundary condition enforcement. The first six rows of D1 can

be visualized in equation 5.33 using D6 scaling function as the basis.
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D1 =



0 0 0 0 0 1 0 0 0 0 · · ·
0 a1

∆t + a3 0 0 0 0 0 0 0 0 · · ·
0 0 a1

∆t + a3 0 0 0 0 0 0 0 · · ·
0 0 0 a1

∆t + a3 0 0 0 0 0 0 · · ·
0 0 0 0 a1

∆t + a3 0 0 0 0 0 · · ·
0 0 0 0 0 a1

∆t + a3 0 0 0 0 · · ·
...

...
...

...
...

...
...

...
...

. . .


(5.33)

We can see that this matrix takes a similar form as the identity matrix, except for the first and last

equations which are used to satisfy the Dirichlet boundary conditions. From the first six equations

it is clear how this matrix can be represented throughout its domain and the right boundary.

For D2, we must now take into account the connection coefficients due to the double derivative

term. For this matrix we must associate each scaling function that we are trying to compute, with

its N−2 neighbors on its right and left sides. So if we fix the resolution, m and the derivative d = 2

we can make the generalization Γ2
m,k = Γk. Using this definition of the shifts in the connection

coefficients, we can write the D2 matrix:

D2 = a2



0 0 0 0 0 0 0 0 0 0 · · ·
Γ−1 Γ0 Γ1 Γ2 Γ3 Γ4 0 0 0 0 · · ·
Γ−2 Γ−1 Γ0 Γ1 Γ2 Γ3 Γ4 0 0 0 · · ·
Γ−3 Γ−2 Γ−1 Γ0 Γ1 Γ2 Γ3 Γ4 0 0 · · ·
Γ−4 Γ−3 Γ−2 Γ−1 Γ0 Γ1 Γ2 Γ3 Γ4 0 · · ·

0 Γ−4 Γ−3 Γ−2 Γ−1 Γ0 Γ1 Γ2 Γ3 Γ4 · · ·
...

...
...

...
...

...
...

...
...

. . .


(5.34)

Using this setup, the interior part of the matrix (excluding the Dirichlet boundary enforcement)

should be a banded linear system with bandwidth 2(N − 2) + 1. Extending the pattern of this

matrix for the first six nodes on the left boundary, one can see how the interior portion of the

matrix will be constructed along with the equations on the right hand side of the domain.

Now that the matrix portion of the linear system has been expressed, we must determine a

way to represent the right hand side of the weak formulation in equation 5.29. To do this we will

cite two theorem’s presented by Burrus et. al. [5] that make use of the projection properties of

the scaling function space. Before we state the two theorems we must define the projection and

sampling of our function signal, f(x, t). We can define the orthogonal projection of f(x, t) onto our

subspace Vm, which we defined in wavelet chapter, at a fixed time tk as:
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Pm{f(x, tk)} =
∑
j

(∫
f(x, tk)φm,j(x)dx

)
φm,j(x) (5.35)

And then we can also define the sampling of our function, f(x, t) at a fixed time, tk, as:

Sm{f(x, tk)} =
∑
j

2
−m
2 f(

j

2m
)φm,j(x) (5.36)

Using these definitions we can then present the two theorems. First theorem 5.4.1

Theorem 5.4.1 If m1(l) = 0 for l = 0, 1, · · · , L then the L2 error is:

ε1 = ‖f(x, tk)− Pm{f(x, tk)}‖2 ≤ C2−m(L+1) (5.37)

where C is a constant independent of m and L but dependent on f(x, tk) and the wavelet system.

We note that L + 1 is the number of vanishing moments for a given Daubechies scaling function,

DN ; this means that N = L + 1. Then if we incorporate the definition of the sampling of our

function, Sm{f(x, tk)} we have theorem 5.4.2:

Theorem 5.4.2 If m(l) = 0 for l = 0, 1, · · · , L then the L2 error is:

ε1 = ‖Sm{f(x, tk)} − Pm{f(x, tk)}‖2 ≤ C22−m(L+1) (5.38)

where C2 is a constant independent of m and L but dependent on f(x, tk) and the wavelet system.

From theorem 5.4.2 we can see that the error in the sampling and the projection are bound by

C22−m(L+1). Using this definition we can combine these theorems to see that the difference between

the function itself and its sampling are bounded by the same term, 2−m(L+1). Thus the elements in

our unknown sampling vector Sm{f(x, tk)} can be approximated by the function values themselves

at the defined nodes. This means that not only can we represent the right hand side of our linear

system as simply the function values at the nodes, but we can also represent our solution directly

in terms of our unknown vector, µkm,j .
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5.5 Numerical Results

Now that we have formulated how one would solve a differential equation using this wavelet-

Galerkin method we should go back to our test problem to see how well our one dimensional

modified heat equation with Dirichlet boundary conditions fares under a wavelet-Galerkin scheme.

Using this information we can use the wavelet-Galerkin method to solve the differential equation,

present some plots and finally generate some convergence rates which can be compared to the

exact solution. In this section we will present two important points devoted to explaining how the

wavelet-Galerkin method is executed and the numerical results it produces. First, the structure of

the wavelet-Galerkin code will be explained and comparisons will be made with the finite element

method. Then we will present two numerical examples of the wavelet-Galerkin method and its

solution to the one dimensional modified heat equation.

Before we present any numerical results, it will be useful to compare the wavelet-Galerkin

method to the finite element method in order to understand the differences between the methods.

The first thing to note is the assembly of the linear system in both the wavelet-Galerkin and finite

element methods. We presented a standard algorithm that is often used in the construction of the

finite element matrices in the finite element chapter. There is no de-facto algorithm for setting

up the wavelet-Galerkin method, so one of the focuses of this research was to construct a unique

algorithm for setting up the linear system given a choice of the scaling function, DN . We will recall

that for the modified heat equation we only need to calculate connection coefficients for the case

where d = 2 under a given resolution, m, and using a given scaling function choice, DN . With this

information we can pre-compute and store the connection coefficients so that it just becomes an

indexing exercise to put them into our linear system. This is a much different approach than the

standard finite element method, presented earlier, where we were required to compute the integrals

using a quadrature method, as we were constructing our linear system.

Additionally we should note some properties regarding the linear systems produced in the finite

element and the wavelet-Galerkin methods. We recall that the finite element method with piecewise

linear basis functions has a bandwidth of 3 whereas the wavelet-Galerkin method has a bandwidth

of 2(N − 2) + 3 if we account for the equations that handle the Dirichlet boundary conditions. It

is important to note that if we wish to increase the scaling function genus to the next order, our
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bandwidth will increase by a size of four. But, because the connection coefficients are pre-computed

and each individual element in our matrix is independent, this method is easily parallelizable.

Now that we understand the differences between the algorithmic side of the wavelet-Galerkin

and finite element methods we should present some numerical results for the wavelet-Galerkin

method to see how this method performs when solving the one dimensional modified heat equation.

Throughout the remainder of this chapter we will focus on two example modified heat equation

problems, one with a homogeneous right hand side and the same equation that we solved for in the

finite element example 3.26. The two example modified heat equations are expressed below:

Example 1: ut − uxx = 0

with boundary and initial conditions: u(0, t) = 2t, u(1, t) = 1 + 2t and u(x, 0) = x2

Example 2: ut − uxx + u = (1 + 4tπ2 + t) sin(2πx)

with boundary and initial conditions: u(0, t) = u(1, t) = u(x, 0) = 0
(5.39)

We will note that the exact solution for the two examples can be shown to be: u(x, t) = x2 + 2t

and u(x, t) = t sin(2πx) respectively.

First, we should look at a single scaling function and the ability for this scaling function to

approximate our one dimensional modified heat equation. So using D12 to start off we can generate

the plots shown in Figures 5.2 and 5.3 that illustrate the ability of a wavelet-Galerkin method to

approximate the solution to the modified heat equation. These simulations were run at varying

resolutions over the time domain t = [0, 0.1] to demonstrate that as the resolution is increased, the

wavelet-Galerkin approximation approaches the exact solution. In solving for each of these results

we will consistently keep the temporal discretization set at ∆t = ∆x2.

From Figures 5.2 and 5.3 we can see that as we increase the resolution, the wavelet-Galerkin

solution appears to better approximate the exact solution for the one dimensional modified heat

equation.

Next we would like to see how the wavelet-Galerkin method performs when higher order scaling

functions are used. So for both examples we attempt to determine how the scaling function order

affects the precision of our wavelet-Galerkin method. Figures 5.4 and 5.5 show the wavelet-Galerkin

solution using the eight different scaling functions examined in this research compared to the exact
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Figure 5.2: Example 1 Wavelet-Galerkin solution compared to actual solution at varying resolutions
at 5 time instances

solution at time t = 0.1 and level m = 3. The plots are split up into the first four scaling functions

D6−D12 and D14−D20 with a zoomed in view where there are some visible differences.

From Figures 5.4 and 5.5 we can see that as we increase the order of the scaling function the

wavelet-Galerkin approximation appears to trend closer to the actual solution. This property is

most easily observed in the jump in accuracy between scaling functions D6 and D8. We can see

in Tables 5.4 and 5.5, that the error decreases as the scaling function order is increased. In the

finite element section, the Euclidean error rate was computed alongside the, more appropriate, L2

error so that we could compare the rate to the wavelet-Galerkin method. We will use this metric

to compute the error of the wavelet-Galerkin method because unlike the finite element method we

do not have an explicit method of determining the function values within the elements, which is
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Figure 5.3: Example 1 Wavelet-Galerkin solution compared to actual solution at varying resolutions
at 5 time instances

required for a quadrature rule. We also make note of the condition numbers in Tables 5.4 and 5.5,

which we believe may be one of the contributing sources of error in the wavelet-Galerkin method.

Now that we feel confident that this wavelet-Galerkin method appears to be approximating the

solution correctly we can examine some convergence rates and compare them to the convergence

rates from Table 3.2. Table 5.6 presents the Euclidean error and convergence rates found when

comparing the exact solution to our wavelet-Galerkin method using D10 as the basis function.

Additionally, Table 5.6 contains a column for the condition number of the matrix.

From Table 5.6 we notice a few things. First off, the condition number appears to be rather

large in relation to a comparable linear system used to solve a differential equation. Although, it

is difficult to classify what constitutes a ”high” condition number, as it is often problem specific.
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Figure 5.4: Example 1 Wavelet-Galerkin solution compared to actual solution at different ordered
scaling functions (plots on the right are zoomed in)

We also noticed this trend when we varied the scaling function order, implying that this condition

number problem affects our entire wavelet-Galerkin method regardless of the scaling function order.

It is also useful to note that the convergence rate is initially better than the standard finite element

method.

Now that we have seen the error decrease as a result of the scaling function order we should

make a note regarding the convergence rate of our wavelet-Galerkin method. First we will recall

that in the finite element method we showed that the L2 error was O(h2) when using piecewise

linear basis functions. We showed this using Galerkin’s lemma and interpolation theory because our

exact solution was adequately smooth. For the wavelet-Galerkin method, we note that the errors

and convergence rate appears to indicate that the wavelet-Galerkin method is approximating the

solution to the differential equation. We also notice that the condition number is relatively large
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Figure 5.5: Example 2 Wavelet-Galerkin solution compared to actual solution at different ordered
scaling functions (plots on the right are zoomed in)

for the D10 case, and it even grows as we increase the scaling function order. For example we see

that for a fixed ∆x, the condition number jumps from order 106 to order 1011 for D10 and D20

respectively. We believe that this may be an inadvertent result of using the fictitious boundary

approach in order to enforce the Dirichlet boundary conditions. A QR decomposition was applied

to the system with no significant improvement. Preconditioning could also be applied to better

condition the matrix before solving but this was not a main goal of this research, so we will consider

it in future work.

63



Table 5.4: Example 1: Euclidean error and the condition numbers for scaling functions: D6 through
D20

Scaling function Euclidean Error Condition Number

D6 9.45617e-002 1.42459e+005
D8 2.41718e-002 7.27053e+005
D10 2.54864e-002 5.16747e+006
D12 2.97679e-002 3.76474e+007
D14 3.01458e-002 2.81199e+008
D16 3.12934e-002 2.10011e+009
D18 3.21286e-002 1.57091e+010
D20 3.03903e-002 1.19025e+011

Table 5.5: Example 2: Euclidean error and the condition numbers for scaling functions: D6 through
D20

Scaling function Euclidean Error Condition Number

D6 1.15291e-001 1.42459e+005
D8 1.43859e-002 7.27053e+005
D10 7.56035e-003 5.16747e+006
D12 4.28288e-003 3.76474e+007
D14 3.96366e-003 2.81199e+008
D16 3.66746e-003 2.10011e+009
D18 4.70821e-003 1.57091e+010
D20 1.05054e-002 1.19025e+011

Table 5.6: Example 2: wavelet-Galerkin convergence rates using scaling function D10

h Euclidean Error Euclidean Rate Condition number

0.250000 8.057278e-002 1.600595e+006
0.125000 9.316841e-003 3.236006 5.167466e+006
0.062500 2.698771e-003 1.652036 1.970388e+007
0.031250 1.212473e-003 1.000168 7.802231e+007
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CHAPTER 6

REDUCED ORDER MODEL OF THE

WAVELET-GALERKIN METHOD

The wavelet-Galerkin method has been shown to be a viable method for solving differential equa-

tions as documented in the references[14] [3] [13] [1] [16]. These works explore a variety of methods to

overcome obstacles inherent in a wavelet-Galerkin method. Also, throughout the past few decades,

the concept of reduced order modeling has been widely studied in the finite element setting[9]

[7] [15]. One new application of the wavelet-Galerkin method that has yet to be examined is the

implementation of a reduced order model built on a wavelet-Galerkin solution of a differential equa-

tion. Successful combination of a reduced order modeling approach to the existing wavelet-Galerkin

method would combine a number of attractive features including the multi-resolution and orthog-

onality properties with a way to quickly reconstruct wavelet-Galerkin methods using POD. There

are a number of applications that could benefit from some of the capabilities that are inherent to

both of these methods. This work focuses on demonstrating the ability to create and implement a

reduced order model based on the wavelet-Galerkin method.

This chapter will discuss how a POD basis using spapshots created from wavelet-Galerkin

approximations can be generated in a similar manner to the method discussed in chapter 4 where

we used the finite element method to create snapshots for our POD basis. The first section will

discuss the reduced order setup including determining the parameter space and generating solution

snapshots from the input parameters in the context of the one dimensional modified heat equation.

We will then use these solution snapshots to generate a set of reduced basis vectors using the POD

method that was discussed in the finite element reduced order modeling chapter. Following the

reduced basis generation, we will use the reduced basis vectors and the definition of our wavelet-

Galerkin method to construct a reduced order solution to the differential equation at a given

parameter set within our parameter space. Finally we will present some results demonstrating the

effectiveness of using a reduced order approach in combination with wavelet-Galerkin method in

the context of our one dimensional modified heat equation.
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6.1 Parameter Selection, Snapshot Generation and Reduced
Basis Construction

There are no practical differences between the procedure to construct the reduced basis vectors

in the finite element and wavelet-Galerkin methods. The concept of selecting a parameter space

that defines the coefficients of our differential equation, remains the same. The one difference

in this procedure is the actual snapshot generation. Instead of using the finite element method

to determine solutions to the differential equation at a given parameter set, we will now use the

wavelet-Galerkin method. And because we saw in the wavelet-Galerkin section that the solution

to our differential equation could be represented directly by the solution to our linear system, we

can simply treat the snapshot solution vectors as nodal basis solutions. So in this section we will

be examining the highly oscillatory one dimensional modified heat equation example that was first

presented in the finite element reduced order modeling section.

First we will remind ourselves of the one dimensional modified heat equation (equation 3.26)

that was used to create a reduced order model for the finite element solution. For this problem we

recall that we set the the right hand side of the equation equal to equation 6.1 shown here:

f(x, t) =x(x− 1) [sin(50x) + 200t cos(50x)]

− t [2 (sin(50x) + 100t cos(50x)) + 100(x− 1) (cos(50x)− 100t sin(50x))

+100x (cos(100x)− 100t sin(50x)) + (502)x(x− 1) (− sin(50x)− 100t cos(50x))
]

+ tx(x− 1) (sin(50x) + 100t cos(50x))

(6.1)

with parameters a1 = a2 = a3 = 1, the exact solution can be show to be:

u(x, t) = tx(x− 1) [sin(50x) + 100t cos(50x)] (6.2)

which describes a highly oscillatory function that is zero at the boundaries. Using this definition of

the one dimensional modified heat equation, we should be able to construct a reduced order model

based on the wavelet-Galerkin method.
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(a) a1 = 1, a2 = 1 and a3 = 1 (b) a1 = 1, a2 = 1 and a3 = 2

(c) a1 = 1, a2 = 2 and a3 = 1 (d) a1 = 1, a2 = 2 and a3 = 2

Figure 6.1: Sample FEM snapshots with t = 0, 0.025, 0.050, 0.075, 0.100

So to begin, we must choose an appropriate parameter space and decide how to sample said

space. The most straightforward thing to do is to simply use the parameter space that was used in

the finite element method to generate the snapshots of the differential equation. The parameters

that define this differential equation: a1, a2 and a3 were varied equally by steps of 1 between [1, 1],

[0, 2] and [0, 2] respectively for a total of nine parameter sets in order to generate a snapshot set

that can be used to then generate reduced basis functions. We again notice that the first parameter

was not varied as we could just divide by the leading coefficient to get another parameter set, this
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should decrease redundancy. So Figure 6.1 shows the snapshot set of the wavelet-Galerkin solutions

to the one dimensional modified heat equation with homogeneous Dirichlet boundary conditions

using scaling function D12 with ∆x = 1
26

and ∆t = ∆x2 where we have sampled randomly over 5

time steps. Thus with this choice of parameter sets we have a total of 45 snapshots, which is the

same setup as the finite element reduced order model.

We can compare Figures 6.1 and 4.2 to see that using the same input parameter sets, generates

similar solutions to the differential equation using the wavelet-Galerkin and finite element methods.

Now that the snapshot sets have been generated, the next step is to determine the reduced basis

vectors for the solution. To do this the same singular value decomposition that was performed in

the finite element case will be applied here. First we examine Figure 6.2 which presents the singular

values from the singular value decomposition on the wavelet-Galerkin snapshot set compared to

the singular values from the finite element method.

(a) wavelet-Galerkin (b) finite element

Figure 6.2: Singular Values of the snapshot sets

We can see from Figure 6.2 that the singular values decay as expected with the first few basis

vectors containing the majority of the information about the snapshot set. We also note that by

the fourth singular value, the magnitude of the remaining singular values has become less than

10−4. If we compare the wavelet-Galerkin and finite element singular values, we may notice that

the wavelet-Galerkin singular values don’t appear to decrease to the same magnitude as the finite

element singular values. This means that the order of the error between our reduced order and
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wavelet-Galerkin approximations may not decrease to as high of an order as the finite element

method. But the general “elbow” shape of the wavelet-Galerkin singular values is more desirable

than the log linear trend for the finite element singular values. Regardless, we should be able

to construct a reasonable reduced order approximation using only a few of the wavelet-Galerkin

reduced basis vectors.

Along with the singular values, it is also useful to visualize the reduced basis vectors to get

an idea of the major modes or trends contained within the snapshot set. Figure 6.3 presents the

first four basis functions for the one dimensional modified heat equation solved when using the

wavelet-Galerkin method.

Figure 6.3: First four basis vectors of the wavelet-Glerkin solution approximation to the one di-
mensional modified heat equation

It is interesting to note in these plots that the first and the third basis vectors appear to contain
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the general shape of the solution whereas the second and fourth appear to be a little more noisy.

We should recall that the solution near the boundaries appeared to account for a majority of the

error in the finite element reduced order case. So it is interesting to note that the second basis

vector appears to contain most of the information near the boundaries of our domain.

6.2 Construction of the Reduced Wavelet-Galerkin Solution

Up until this point the steps taken to generate and use a reduced order model in a wavelet-

Galerkin setting have been effectively the same as the steps used to generate a finite element

method reduced order model. But now we must alter the way that we construct our reduced order

approximation to the differential equation. This must be done because our global basis functions

are no longer expressed in terms of piecewise linear functions but rather in terms of the Daubechies

scaling functions. The approach is similar in that we must construct a linear system that is dense

but hopefully small. It is this idea that makes these reduced order approaches attractive, there are

many cases where we would rather solve a small dense system than a large sparse system. Due

to the linearity of our examples, we can expect that the number of basis functions required to

accurately represent the solution will be very small as indicated by our singular values.

In order to construct a reduced order model solution in the wavelet-Galerkin method we must

first define the reduced basis vectors. Equation 6.3 defines the reduced basis vector, ψi(x), in terms

of a general Daubechies scaling function, φ(2mx) at level m, used in our wavelet-Galerkin method.

We define l as all possible shifts to the left and right within our domain, including no shift.

ψi(x) =
∑
l

σi,l2
m
2 φ(2mx− l) (6.3)

where σi,l defines the coefficients for basis vector, ψi. Using this reduced basis definition we can

express the reduced order solution (ukrom) in terms of a linear combination of the reduced basis

functions and a set of scaling terms, ckj , at a fixed time tk,

urom =
nB∑
j=1

ckjψj(x) (6.4)

where nB is the number of basis functions we intend on including in the construction of our reduced

order solution. Now that we have defined the reduced basis functions, we must turn back to the

70



original weak form of the one dimensional modified heat equation to generate a weak form based

on our reduced order solution. We will start by writing the weak form in terms of the reduced

order solution multiplied by a test reduced basis function:

a1

∫
∂urom
∂t

ψi(x)dx−a2

∫
u′′romψi(x)dx+ a3

∫
uromψi(x)dx

=

∫
fψi(x)dx for i = 1, . . . nB

(6.5)

Then by substituting in the definition for the reduced order solution to the differential equation

and breaking up the temporal derivative into a finite difference approximation we get:

nB∑
j=1

ckj

[
a1

∆t

∫
ψjψidx− a2

∫
ψ′′jψidx+ a3

∫
ψjψidx

]
=

∫
fψidx+

a1

∆t

∫
uk−1
romψidx

(6.6)

where in this equation k refers to the time step. Similar to the analysis of the right hand side of the

wavelet-Galerkin method we presented in the wavelet-Galerkin chapter, if we expand f and urom

into the wavelet space we will end up just representing the right hand side by the function values

at each nodal point. For the non-derivative and temporal terms we can substitute in equation 6.3

to find the inner product of ψj and ψi:

∫
ψjψi = 2

∫ ∑
l

σj,lφ(2x− l)
∑
p

σi,pφ(2x− p) (6.7)

where we define p in the same manner as l as all possible shifts to the left and right within our

domain, including no shift. If we take this equation and re-arrange it we can find that the inner

product becomes a set of summations multiplied by the definition of the inner product of our scaling

functions: ∫
ψjψi = 2

∑
l

σj,l
∑
p

σi,p

∫
φ(2x− l)φ(2x− p) (6.8)

And because of the orthonormality properties of our Daubechies scaling functions, we know that

the inner product in equation 6.8 becomes the Kronecker-delta function. Meaning that to compute∫
ψjψi we simply need to compute n dot products of σ when l = p, where n is the number of scaling

basis functions. Thus our weak form is significantly reduced to:
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nB∑
j=1

cj

[( a1

∆t
+ a3

)∑
l

∑
p

σj,lσi,pδl,p − a2

∫
ψ′′jψidx

]
=
∑
l

fσi,l +
a1

∆t
uk−1
romσi,l (6.9)

So the final term that we need to deal with is the second derivative term. In order to resolve

this term we must expand the definition of our reduced basis functions given in equation 6.3. Using

this notation we are left with the product of two summations:

∫ [∑
l

σj,l2
m
2 φ′′(2mx− l)

][∑
p

σi,p2
m
2 φ(2mx− p)

]
(6.10)

From equation 6.10 one can begin to imagine how these two summations are going to interact with

the connection coefficients. We can combine the summations in such a way that one basis vector

will stay stationary while we compute the dot product for every basis vector that has an effect on

our stationary basis vector. Thus we can generalize this equation into an algorithmic sense:

Ψi,j =
n∑
l=0

σj,l

n∑
q=0

σi,qΓ
2
q (6.11)

ensuring that the summations are only taking place where l and q overlap and where Ψi,j defines

the elements of our linear system. A pseudo-code algorithm that we follow to construct this matrix

is shown below:

Loop over all basis functions to include (j)

Loop over all basis functions to include (i)

Loop over all the points in the domain (l)

PSI(j,i) = a_2*sigma(k,j)*dot_product(sigma(k-(N-2):k+(N-2),i),Gamma)

where we define sigma as a column-wise vector of our reduced basis functions and Gamma is the set

of connection coefficients that we have pre-computed. This method is similar to the finite element

method in that we must loop over all the basis functions to generate the elements within our linear

system. One distinguishing factor between this method and the finite element method is that this

method is easily parallelizable. Because the core part of this method requires a number of dot

products to be computed from existing and precomputed vectors, the elements of the matrix can

be formulated independently which is crucial for parallelization.
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6.3 Results

With a method for determining the solution to the differential equation for any parameter set

within our parameter space we can now construct a reduced order solution to the one dimensional

modified heat equation with homogeneous Dirichlet boundary conditions. We will examine two

cases of the prototype modified heat equation that we have defined for this chapter:

Example 1: a1 = a2 = a3 = 1

Example 2: a1 = 1, a2 = 1.5, and a3 = 0.75
(6.12)

where we note that the parameters in the first example exist in the snapshot set, whereas the

parameters in the second example do not. These are the same examples that were used in the

finite element case. Both examples will be used to show that we can use this reduced order model

to approximate solutions to the differential equation that exist in our parameter space. Using this

definition of the differential equation and the reduced basis functions we have generated, we can

construct reduced order solutions to the differential equation.

So first we will attempt to construct the reduced order wavelet-Galerkin solution using only

a single basis function to better understand how well the reduced basis vectors can be used to

represent the solution to the differential equation. From Figure 6.4 we can see that using onlly

a single basis function yields a reasonable estimation of the wavelet-Galerkin solution. This is

expected as we are not only solving a linear problem but also approximating a solution that exists

in our snapshot set. Figure 6.4 also includes an arbitrarily choosen zoomed in plot near the left

hand boundary that illustrates some separation between the standard wavelet-Galerkin and the

reduced order solution. We should remind ourselves that we should compare the reduced order

solution to the standard wavelet-Galerkin solution because the reduced order solution is based on

the information generated from the snapshots and has no knowledge of the exact solution. Also if

we recall from the finite element reduced order model, only a few basis functions were needed to

approximate the solution to a decent precision. The reason for this is the problem is linear and can

be easily represented by only a few basis functions. But we do know that as we include more and

more reduced basis functions, the reduced order solution should continue to improve.
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(a) Example 1: Using one basis function
(b) Example 1: Zoom-in view of the left bound-
ary

(c) Example 2: Using one basis function
(d) Example 2: Zoom-in view of the left bound-
ary

Figure 6.4: Five time instances of the reduced order solution compared to the wavelet-Galerkin
solution using only a single basis function

Although only a single basis function appears to generate a reasonable approximation to the

wavelet-Galerkin solution to the differential equation, we should examine a few more cases where

we increase the number of basis functions included. We wish to show how increasing the number

of basis functions included, generates a better approximation to the wavelet-Galerkin solution. So

Figures 6.5 and 6.6 display the reduced order solution compared to the wavelet-Galerkin solution for

the cases when two and three basis functions are included in the reduced order solution construction.
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We also include the zoomed in portion near the boundary to better visualize how the reduced order

solution improves as the number of basis functions is increased.

(a) Using two basis functions (b) Zoom-in view of the left boundary

(c) Using three basis functions (d) Zoom-in view of the left boundary

Figure 6.5: Example 1: Five time instances of the reduced order solution compared to the wavelet-
Galerkin solution using two and three basis functions

As we can see clearly from the zoomed-in plots, the reduced order solution approaches the

standard wavelet-Galerkin solution as we increase the number of basis functions in the solution

construction. Further we can recognize this trend by computing the Euclidean error as the number

of basis functions is increased. Tables 6.1 and 6.2 compare the Euclidean error between the reduced

order wavelet-Galerkin and the finite element approximations.
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Table 6.1: Example 1: Euclidean error comparison between wavelet-Galerkin and finite element
reduced order models

Basis functions Wavelet-Galerkin Error FEM Error

1 3.66375e-002 6.48628e-001
2 2.20387e-002 2.87067e-001
3 2.33198e-003 2.06806e-001
4 2.36702e-003 1.50642e-002

Table 6.2: Example 2: Euclidean error comparison between wavelet-Galerkin and finite element
reduced order models

Basis functions Wavelet-Galerkin Error FEM Error

1 3.70628e-002 6.44850e-001
2 2.21079e-002 2.89482e-001
3 2.15290e-003 2.06052e-001
4 2.24912e-003 1.00612e-002

From Tables 6.1 and 6.2 we notice that the error does indeed decrease as we include more basis

functions. We should also note that the wavelet-Galerkin error magnitude appears to be smaller

than the error in the finite element case. This shows that the reduced order model that we have

created based on the wavelet-Galerkin method and then used to construct a solution appears to be

a valid method for computing the reduced order solution to a differential equation.

6.4 Conclusions and Future Work

We have shown that the wavelet-Galerkin method can be used to build a set of reduced basis

functions that can then be used to construct a reduced order solution to the differential equation

with a given set of parameters. Two example problems has been examined to show the differences

between a standard finite element approach and the wavelet-Galerkin method. We were able to

show how the wavelet-Galerkin method appears to converge to the exact solution and results are

promising going forward in the use of Daubechies scaling functions as bases. Also we found that

when comparing to FEM, the wavelet-Galerkin method is easier to parallelize in the standard

method and the reduced order model construction. Finally the construction of our reduced order
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model wavelet-Galerkin solution was presented in the example context and shown to be a viable

method at estimating the solution to the differential equation with a given set of parameters.

Research of this type lends itself to numerous opportunities for future work. One of the most

pressing issues for this research is that the methods shown here should be applied to a nonlinear

problem in order to test the resiliency of a reduced order modeling approach. This will involve

the calculation of so-called 3-term connection coefficients due to the nonlinear terms in our weak

formulation. To go along with this future work a more concrete problem with a more specific

application, potentially in two or three dimensions, should be examined to understand how our

wavelet-Galerkin method works in a real-world problem. Additionally, there are more improvements

that could be made to improve the precision of the wavelet Galerkin method including finding a

better way to numerically determine the connection coefficients so as to avoid poorly conditioned

systems. Finally it would be interesting to use a more complex wavelet, like a bi-orthogonal wavelet

(currently being used in jpeg image compression) within our wavelet-Galerkin system in order to

apply some of the properties that go along with such a wavelet.
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(a) Using two basis functions (b) Zoom-in view of the left boundary

(c) Using three basis functions (d) Zoom-in view of the left boundary

Figure 6.6: Example 2: Five time instances of the reduced order solution compared to the wavelet-
Galerkin solution using two and three basis functions
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