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Outline

FLASH Center Overview

Center-specific activities
E V&V in astrophysics

E V&V and computational methods
®  Case study: shock-cylinder interaction
Are 2-D experiments truly two-dimensional?
AMR and vortex-dominated flows
New message from Courant, Friedrichs, & Lewy

B SQA in code development

Summary
®E  Building simulation-based confidence

E Improving computational machinery, aiding experiment design,
lower overall costs

B Changing culture in astrophysics/computational sciences
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i% The FLASH Center

Target Applications

= Compact accreting stars (white dwarf, neutron star)

= Reactive hydrodynamics (DNS or subgrid model)

= |nitial conditions close to hydrostatic equilibrium (self-gravity)
= Complex EOS (dense nuclear matter)

Example: Type la Supernova
* Massive white dwarf

= Subgrid model for nuclear flame
= Self-gravity

= Degenerate EOS
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Computationally-accessible processes
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flame surface is distorted by turbulence
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V&V and Astrophysics

E Verification ranging from simple analytic problems to code-code
comparison.

B No direct access to experiments: use scaling laws
®  Absolutely NO culture of validation!
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ON VALIDATING AN ASTROPHYSICAL SIMULATION CODE
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ABSTRACT

We present a case study of validating an astrophysical simulation code. Qur study focuses on validating
FLASH, a parallel, adaptive-mesh hydrodynamics code for studying the compressible, reactive flows found
in many astrophysical environments. We describe the astrophysics problems of interest and the challenges
associated with simulating these problems. We describe methodology and discuss solutions to difficulties
encountered in verification and validation. We describe verification tests regularly administered to the code,
present the results of new verification tests, and outline a method for testing peneral equations of state. We
present the results of two validation tests in which we compared simulations to experimental data. The first is
of a laser-driven shock propagating through a multilayer target, a configuration subject to both Rayleigh-
Taylor and Richtmyer-Meshkov instabilities. The second test is a classic Rayleigh-Taylor instability, where a
heavy fluid is supported against the force of gravity by a light fluid. Our simulations of the multilayer target
experiments showed good agreement with the experimental results, but our simulations of the Rayleigh-
Taylor instability did not agree well with the experimental results. We discuss our findings and present results
of additional simulations undertaken to further investigate the Rayleigh-Taylor instability.

Subject headings: hydrodynamics — instabilities — methods: numerical — shock waves
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Verification of Computational Modules

Verification exploits elementary tests with known analytic
solutions or “converged” numerical solutions (not strict but
practical).

Example: advection-diffusion-reaction subgrid model for evolution
of the nuclear flame.

Example: reactive hydrodynamics with tracer particles (for
calculation of nucleosynthetic yields).

Example: assessing time-accuracy
B Smooth advection problem with known analytic solution
B Solve with different fixed time steps
E Calculate error
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Ea)

Verification of Computational Modules
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Validation and Computational Modules

B Access to experiments: collaborations with LANL (shock-tube) and LLNL
(high-energy density laser) experiments.

E |nitial program: alpha-group collaboration on RTI (Labs & AWE)
PHYSICS OF FLUIDS VOLUME l6. NUMBER 3 MAY 2004
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%5 Validation and Computational Modules

E [nitial program: alpha-group collaboration on RTI (Labs & AWE)
0.09 similarity ratio of D, /h;,~0.54%+0.07 p;,/2p. The first NS

(Refs. 23, 25, 31, 35, 36, 38, 39) conducted in two dimen- E
sions (2D) without front-tracking (FT) obtained a, 1 —
0.08 ~0.035-0.05. Larger values of «, were expected in 3D Z R
ab since single modes grow faster (larger Fr) than in 2D. In- A I
0.07  gtead, the highest resolution 3D simulations™* * obtained E
a,~0.03. Simulations with FT obtained larger values a, 3
0.06  ~0.05-0.08 in both 2D (Refs. 32, 33, 48) and 3D (Refs. 14, 1
17, 43, 44). and this was associated with the reduction in =
0.05 numerical diffusion. However, Glimm ef al.* also reported -_:
that «, decreased to as small as 0.038 late in time as the
0.04 bubble “‘connectivity” (entrainment) increased. When en-
trainment was reduced in the LEM (Ref. 30) by increasing E
0.03 the surface tension 50-fold, «, increased by 20%. Unfortu- d
nately, this also imposed long wavelength initial perturba- 2 nd No
0.02 tions and these can also increase a [21,22,31,34,40.49 Although E nd No

these various results can be confusing, they do suggest that —_—
entrainment and the initial conditions can affect the value of
Xy .
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%‘5 Validation and Computational Modules

B Access to experiments: collaborations with LANL (shock-tube) and LLNL
(high-energy density laser) experiments.

B Current program: shock-tube shock-cylinder experiment (LANL)

Simulation of Vortex—Dominated Flows Using
the FLASH Code

Vikram Dwarkadas,! Tomek Plewa,! Greg Weirs,! Chris Tomkins,? and
Mark Marr-Lyon?

! ASCI FLASH Center, University of Chicago vikram®flash.uchicago.edu,
tomek@flash.uchicage.edu, weirs@flash.uchicage.edu
* Los Alamos National Laboratory ctomkins®lanl.gov, mmarr®lanl.gov

1 Abstract

We compare the results of two—dimensional simulations to experimental data
obtained at Los Alamos National Laboratory in order to validate the FLASH
code. FLASH is a multi—physics, block—structured adaptive mesh refinement
code for studying compressible, reactive lows in various astrophysical envi-
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Validation and Computational Modules

for research

FLASH is community program, freely (with usual restrictions) available

B External contribution: shock-cylinder experiment (Jacobs, LANL)
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Ea)

Experiment Analysis Techniques

Andrei Draganescu (moving to SNL later this year)

B Consider experimental uncertainties (the initial conditions)
B Consider a dirty bomb scenario (pollution pattern)
B Weather prediction might be another example

®  Nonlinear problems involving several unknown parameters
B Mathematical representation: stochastic PDESs, optimal control

B Use automatic differentiation in the optimization process
B Use multigrid to couple different scales in the problem

B Main result: function computation cost is not the limiting factor
B Main difficulty: lack of tools suitable for automatic differentiation
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%“‘(’5 Case Study: Shock-Cylinder Interaction (speculative)
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%{j Case Study: Shock-Cylinder Interaction (realistic)




Initial Conditions: Cylinder Cross-section
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FLASH Code is the AMR code
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% CFL dependency

Adaptive 3x3 rect 4x4 rect 4x8 rect

CFL=0.8

CFL=0.4

CFL=0.2
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Software Quality Assurance

B Pure sciences rarely offer formal education or training: hands-on
approach.

B SQA begins with code design: follow standards, design guidelines,
specifications, etc. (FLASH2 -> FLASH3)

E Has to be a daily practice, encouraged/enforced by use of automated
monitoring tools (FLASH test suite).

Q i o O O |_¢ http:/Mlash uchicago edu/~testertests/cube/Z0040301Aop himl

Back Foraard

Q = O O O |,£htlp:#.-’ﬂash.uch\:agu.eduﬁscnpts!{esﬂ ﬂ -’.‘ﬁHume D"Bookmarks

Back Forward

Start date: Mon Mar 01 20:01:34 CS5T 2004

Command line: -b -F -n 4-m S-w 4:00-5 Jusrbinimpiron -np 1 homedester fsfocu-o 20040301-F FLASH2 tar gz .
Flash releaze tag: 20040228

Source packaged by test suite, click for info

T % Home [ Bookmarks

document on how to add 2 comparison test Results
random notes about the test suite

Dir Log Checksums Changelog Environment

Tools
io[] completed with no errors
Suite heartbeats MEW! COMparison |- uitednew rk3 briowu -n 1 -b comp20040226] had 1 errors)
FLASH2.3 CWE comparison|- suiesew strang briowd -n 1 -b comp20040226] had 1 errons)
CW5 database queries comparison|- suitednew euler] sod -n 1 -b comp20040226] had 2 errorfs)
lasue database comparison|- suiteinew rk3 sod -n 1 b comp20040226] had 2 erraris)
il history of benchmark chances comparison|- sulteinew strang sod -m 1 b comp20040226] hadd 2 error(s )
Benchmark manager comparison|-1 uniformiGrid_sedov 1p-n 1 -b comp20040226] had 5 erroris)
Test source database comparisonf-t unifarmGrie seday 3p -n 3 -b comp20040226] had 3 errars)
Error tracker (yellow light stuff) compatisonf- suitefdetonation pm3 -n 1 b comp20040226] had 1 error(sy
Email preferences comparison|- P -1 4 -3 big -b comp20040226] had 1 error(s)
u Con ts comparison - lular g3 -t 1 -b comp20040226] had 2 error(s)
ser Lomimen comparison[-t suitekt new prod -n 2 -b compP0040226] had 1 errorgs )
. . . . compatison[-t burntest aprox19-n 1 -b comp20040226] completed with na errars
benchmark taralls weren't updating since move to new flash machine (as Tomek pointed out). oops. fixed. comparison|-t burntest_aprozd 5 -n 1 b comp20040225] completed with no errors
. compatison[-t burntest ppcno -n 1 -b comp20040226] completed with no errors
caceres (Mo Feb 23 16:25 C5T 2004} comparison|- suiterdetonation -h 1 -b comp20040226] completed with no errors
comparison|-1 suitethse isothermal fuel+ash -n 2 -b comp20040226] completed with no errors
iew all (69 ) comments comparison|- -1 1 -b comp20040226) campleted with no errars
compatison[-t xrb hse test ppm-hse -n 1 -b comp20040226] completed with no errors
comparison[-t xrb hse test-n 1 -b comp20040226] completed with no errors
comparizon -t flamecurvature spherical 1d -n 1 -b comp20040226] completed with no errors
compatison |-t famecuryature cartesian 1o -+ 1 -b comp20040226] completed with no errors
- comparison[-t suitefsedoy -n 1 -b comp20040226] had | erroris)
Add comment | {the input is used as raw himl, 5o be careful with greater-than signs and things like that) Comparison|-t sutefscd v 1 b comp2004TZ28] completed with fo errors
comparison[-t suitefadvect -n 1 -b comp20040226] completed with no errors
Tests T T e N N A
bluehorizon chiba cube flash fAashviz gin_lahey aphere
20040301 2 ML
20040501 ML 20040501 ML 20040301 ML 20040301 ML 20040301 ML
20040220 M CL 20040220 M CL 20040220 M cL
20040225 M CL 20040225 M CL 20040226 M CL 20040226 M cL
20040227 M cL 20040227 M CL 20040227 M CL 20040227 M CL 20040227 M CL
20040226 © CL 20040226 M CL 20040226 M CL 20040226 M CL 20040226 M CL
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L essons Learned
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Astrophysics is observationally driven

In 99% astrophysics is about “touching beyond”
Predictive capabilities are often essential for success
Promotion of V&V ideas in astrophysics is important

V&V is a chain of procedures that has to be strictly followed

It is important to find a good validation experiment
Understanding of experiment is crucial

Experiments not considered as good validation experiments
today may become useful in the future

The most scientifically attractive experiments are not necessarily
good validation experiments

Close interaction with experimentalists

Development asks for automated tools, maintenance demands them

Lack of general framework for verification: Not possible? Not
appreciated enough? Nothing to compare with: share your tools!
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Future Plans

Reach next level physics in the current experiment (multi-physics)
Expand diagnostic capabilities

Aid in optimization of the existing and design of new experiments

Make a big circle: come back to HED (need diverse regimes, resources
limited)

Provide community service: continue promoting V&V in astrophysics
and related fields
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Summary

V&V is an essential component of the Center’s work.

The Center introduced V&V methodology to astrophysics,
promotes and truly builds V&V-related consciousness
among astrophysicists and computational scientists.

Interaction with the National Laboratories, especially DP
Labs, is crucial for the V&YV effort (direct access to
experiments, use of predictive power of the simulation tools,
aiding in experiment design, minimize overall costs).

Elements of Software Quality Assurance are present in
everyday’s work, supported by specialized, developed in-
house software and guided by design rules and custom
programming standards. More should be done.
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