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Abstract The basic idea of image registration is to find a
reasonable transformation of an image so that the result-
ing difference between it and another image is made small.
We derive an optimal control method for determining such a
transformation; the approach is based on the grid deforma-
tion method and seeks to minimize an objective functional
that measures the difference between the transformed image
and the reference image. The existence of an optimal trans-
formation is proved as is the applicability of the Lagrange
multiplier method. Then, an optimality system from which
optimal transformations can be obtained is derived.

Keywords Image registration - Optimal control problem -
Grid deformation method - Optimal solution - Lagrange
multipliers

1 Introduction

Image registration problems have been used in a wide vari-
ety of applications [2, 3]. In this paper, we consider image
registration problems from different modalities. The images
are generally obtained by different methods or equipments
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and represent different information of the same object or of
different objects. Also, these images can be obtained by the
same equipment but at different times. The aim of image
registration is to find a reasonable geometric transformation
such that the transformed template image becomes similar
to the reference image.

Many fundamental approaches for image registration are
introduced in [20]. A variational formulation of the image
registration problem is widely used to find such a transfor-
mation in a number of approximate methods [7], for exam-
ple, the Bayesian approach in [9] and curvature based algo-
rithms in [10, 15]. Many of these approaches require high
regularities in the control variables. For practicality, an oc-
tree method, a multilevel method, and many others were in-
troduced to reduce the amount of data and thus the compu-
tational cost (see [12, 14, 16], and the references therein).
As a different approach, image registration was considered
in the context of a Mumford-Shah level-set method in [8].

Here, in order to find an optimal transformation that min-
imizes the difference between the transformed template im-
age and the reference image, we adopt the grid deformation
method [6, 17, 22]. The grid deformation method gives di-
rect control over the cell size of the adaptive grid and de-
termines the node velocities directly. It inherently defines a
transformation which is obtained in two steps; in the first
step, a given function is used to construct a vector field that
satisfies a div-curl system and in the second step, this vec-
tor field is used to generate a transformation that moves the
grid. When the transformation is diffeomorphic, the problem
is called diffeomorphic registration [19, 20]. The grid defor-
mation method introduced in [22], in fact, generates a dif-
feomorphic transformation. Now, control and optimization
theories are required here to minimize a measure of the dis-
similarity between the transformed version of image and the
reference image by using the transformation obtained from
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the grid deformation method. There are various approaches
to the solution of optimal control and optimization prob-
lems [11]. In this paper, we apply the Lagrange multiplier
method to get the optimality system, the state and adjoint
systems and optimality conditions (see [4, 13, 23]. Since the
resulting system is constituted of several coupled systems, it
is much efficient to solve the optimality system using opti-
mization iteration than solve the system all at once.

In Sect. 1.1, we give a brief introduction of the grid de-
formation method. The optimal control formulation of the
image registration problem is given in Sect. 1.2. In Sect. 2,
we represent the optimal control problem induced from
Sect. 1.2 and show the existence of the optimal solution to
the optimal control problem. The existence of the Lagrange
multiplier is given in Sect. 3 and we summarize the optimal-
ity system in Sect. 4.

1.1 The Grid Deformation Method

Let  C R? denote a bounded domain that is a convex poly-
gon or that has a C!'! boundary I'. Let R(x) and T(x) for
X € Q denote two images; R(x) is kept fixed and is referred
to as the reference image while T(x) is the image to be reg-
istered and is referred to as the femplate image. The image
registration problem is to find an mapping @(x) : 2 > Q
such that the transformed template image T((;S(x)) is “sim-
ilar” to the reference image R(x). Here, we use an opti-
mal control strategy based on the grid deformation method
[6, 17, 22] to find this transformation.

Throughout, V and V- denote the spatial gradient and
divergence operators, respectively; in two dimensions, we
have the two curl operators Vx and V-, the first operating
on 2-vectors and the second on scalars. Let H™(£2) denote
the standard Sobolev space and [H"” (2)]* denote the cor-
responding space of vector-valued functions each of whose
components belong to H™(£2); for both scalar and vector-
valued functions, || - ||, and (-, -),,, denote the corresponding
norm and inner product, respectively. For L?(£2), we omit
the subscript in the norm and inner product notation and (-, -)
also denotes the duality pairing between spaces and their du-
als.

First, we briefly describe the grid deformation method;
see [17] for details. Let f(x) denote a positive function de-
fined on 2 that satisfies fQ(f(x) — 1)dx = 0. Then, there

exists a one-to-one transformation é : Q2+ Q such that
detVé(x) = f(x) in . 1)

The grid deformation method generates, by using f(x) >
0, a time-dependent mapping ¢ (¢, xX) that moves the points
in € in a desired way. Such a ¢(z,x) can be obtained by
solving, for every x € €2, the following nonlinear ordinary
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differential equation

%‘f’(t’ x)=h(, ¢(,x)) 0<r<I,
¢(O’X) =X, (2)

— u(x)

where u satisfies

V-u=f—-1 in€Q,
Vxu=0 in €2, 3
n-u=0 onT

with n the outward unit normal vector. Then, the trans-
formed point J)(x) in (1) is given by ¢(1, x) from (2), i.e., it
can be shown that
detVe(l,x) = f(x) in €, ()
i.e., by solving (2) and (3) for a given f, the grid defor-
mation method provides a transformation ¢(z,x) satisfy-
ing (4). In adaptive mesh generation applications, the grid
deformation method is used as follows. Suppose that we
know some positive error estimator e(x); we then define
f(x) =c1/e(x), where ¢ is a normalizing constant that en-
sures that fQ( f(x) — 1)dx = 0. Then, (4) implies that the
grid deformation method produces a transformation such
that the transformed grid has a small grid size if the error
estimator is large and a large grid size if the error estimator
is small.

1.2 Optimal Control Formulation of the Image Registration
Problem

We now use the grid deformation method for the image reg-
istration problem. We simplify the grid deformation method
by letting h(z, x) = h(1, x) = u(x) [18]. To achieve the goal
of making the transformed template image close to the ref-
erence image, we seek a mapping ¢ (¢, x) that minimizes the
L?-norm of the difference between T(¢(1, X)) and R(x) over
Q. Specifically, we define the functional

_1 CRIZ 2 Yoy
J(¢|z=1,f7g)—2||T(¢(1,X)) R|” + > Al
o f 2, %o 2, Y 2
v -0 v
+2|I f||+2||g||+2|| gll
—ﬁ/ log fdx, 5)
Q

where a g, o, g, and og, are penalty parameters and j
is a barrier parameter. We then seek controls f(x) and g(x)
and states ¢ (¢, x) and u(x) such that J(-, -, -) is minimized,
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subject to the constraints G/ (f —1)dx=0 Vo eR, (11)
Q
Voux)=f(x)—1 inQ, ;
., fl(l) _f;;) o (n-wv)=0 Vue L 1; H (1), (12)
D) , ($0.%) —x,p) =0 Vue[L (@7 (13)
MY —u(gr.x)  in(0,1]x €,
Ddx — 0 (6) We recognize (8)—(13) as a weak formulation of the con-
; (/0 — Ddx=0, straint equations (6). If we assume that T(x) and R(x) be-
n-ux)=0 onl, long to [H 1 (Q)]2, then the set of all admissible solutions is
$(0, %) =X in Q. defined by

We also require that ¢(¢,x) € (0, 1] x "' forx e I".

The goal here is, of course, to minimize ||T(¢(1,x)) —
R||; however, minimizing only this term can result in un-
bounded optimal control functions because of the lack of
any explicit dependence of the objective functional on the
controls. Therefore, we penalize the objective functional
with H'!-norms of f and g. With such penalization, we are
able to show the existence of optimal solutions. If, instead,
we use weaker L2-norm penalization, we have not been able
to prove this result; furthermore, computational studies indi-
cate that L?-norm penalization may well not be sufficient to
guarantee the existence of optimal solutions.

We also need f(x) > 0 in Q2. To enforce this constraint,
we introduced, in (5), the integral of the logarithmic barrier
function —log f. If the H'-norm of f is bounded, then, in
two dimensions, | f| is bounded above a.e. Thus, limiting
—p fQ log fdx to be bounded yields that f is bounded be-
low by 0 a.e. in Q.

2 The Optimal Control Problem and the Existence
of Optimal Solutions

We define the product Hilbert spaces
V =[H*()1* x [H'((0, 1); L* ()]
x H'(Q) x H(Q),
W=H"(Q) x H'(Q) x [L?((0, 1) x Q)

xR x H>(T) x L2(Q)

and define the operator M : V — W as follows:

M(u, ¢, f,8)=0 @)
if and only if

(Viu—f+1,6)=0 Vee H '(Q), ®)
(Vxu—g,n)=0 Vnpe H Y(Q), )

d
<8_‘f_u(¢),¢>=o VI e [L2O, D) x ()P, (10)

Aga ={(n, ¢, f,8) €V | J(@li=1, [, &)
is bounded and (7) is satisfied}. (14)

Then, the optimal control problem is given by:

{ﬁnd (u, 9, f,8) € Aua

which minimizes the functional (5). as)

2.1 Existence of Optimal Solutions

We next show the existence of solutions of the optimal con-
trol problem (15).

Under the assumptions we have made about Q2 C R2, it
is well-known that, given f, g € H!(Q), there exists a u €
[H2(Q)]? satisfying (8), (9), and (12), i.e.,

Vou=f—1
n-u=0 onT.

and Vxu=g ingQ,

(16)

Since u € [H*(£2)]?, by the Sobolev embedding theory, u is
bounded and Holder-continuous, that is, for all X,y € €2,

for some constant K; >0, |u(x)| < K; (17)

and

{for some constant K» > 0,

u(x) — u(y)| < Kalx — yI*, (18)

forO<i < 1.
Given such a u € [H?(2)]?> and ¢((x) € [L*(Q)]?, con-
sider the nonlinear ordinary differential equation

(1, %) .
o = u(¢(r,x)) in(0,1] x 2, (19)

$(0,x) =¢o(x) in Q.

Since n-u=0on I', we have that

0

—m-¢)=0 in(0,1]xT

at

so that, if ¢(0, x) € 2, we have that

¢(t,x) e 2 forallt>0. 20)
We then have

(1, X) — po(x)| < K3=|Q| forallt>0, @21
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where |Q2| denotes the diameter of 2. Note also that if
¢(0,x) € I" for some x, then ¢(¢, x) € I" as well for 7 > 0.

The existence of a solution of the system (19) can be
shown using the Peano existence theorem. Here, we mod-
ify for our setting the proof of that theorem given in [5]. To
this end, we first quote two well-known results.

Lemma 1 [24] Let X,Y denote two Banach spaces. If the
embedding X CY is compact, then, as n — 00,

u, — u weakly in X implies u, — u stronglyinY.

Lemma 2 [1] Let Q be open an bounded Lipschitz continu-
ous subset of RY. Then, L?(S2) is compactly embedded into
LY (Qifl<p <p.

Proposition 1 Let u satisfy (16) so that (17), (18), and
(20) hold. Then, (19) has at least one solution belonging to
[L2((0, 1) x ).

Proof Since C3°((0, 1) x ) is dense in L2((0, 1) x ), we
choose the test vector functions ¥ in (10) from [C3°((0, 1) x
Q)]Z, i.e., we solve

d
<8—f,v/r>=<u(¢),w> V¥ € [C5°((0, 1) x )17 (22)

for given u. Equation (22) has the equivalent integral equa-
tion form

t
(p@t,).¥) = <¢0(X) +/0 u(¢(s, x))ds, ¢> (23)

forall ¥ € [C3°((0, 1) x 2)1%. Let Ty = min{1, K3/K} and
assume that 0 <t <Tj.Foranyxe Qandm=1,2,..., we
construct a sequence of functions ¢™ (¢, x) as follows:

T
¢o(x) for0<rt< n—ll,

m _ [—ﬂ
PTEX =160 + fy " @ (5. %)ds 24)
for % <t <T.
This formula defines the values of ¢™ (¢, x) for ¢t € (T} /m,
T1] in terms of the previous values of ¢™ (s, x) for 0 < s <

t — T1/m. Then, it follows from (21) (see [5, p. 158]) that
¢ (¢, x) is defined for 0 <t < T. Since we have

7

16" (1, %)] < o ()] + /O " (@™ (s, x))|ds
<|poX)|+T1K; forre(0,T),

the L2((0, T1) x )-norm of ¢” is uniformly bounded so
that there exists a weakly convergent subsequence {¢"}
such that

¢" —> ¢ weakly in [L>((0, T}) x Q)]? (25)
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as m; — 00.
We next need to verify that the limit function ¢ satisfies
(23) for t < Ty. Fort € ((T1/m), T1], (24) can be written as

t
87 (1. %) = bo(x) + /0 u(@” (s, %))ds

t

— / u(¢” (s, x))ds.
n

m

Hence, we have, for ¢ € [C5°((0, 1) x 2)1%,

(@™, ¥)

iy
=f</ Box) - Wi
2 \Jo
T tf%
+/Tl <¢0(X)+/ "u(gp™ (s,x))ds) -wdt)dx
i 0
T t
:// <¢0(X)+/ u(¢’""(s,x))ds>-¢dtdx
2Jo 0
i,
L oo
a\Jo Jo

T t
+ /Tl / , u(p™ (s,x))ds - Wdt)dx. (26)
e
Owing to ¥ € [C°((0, 1) x )17, ¥ satisfies || < K4 for
some constant K4 > 0. Then, for the second term in (26), we
have that

Lo
/ / " f u(s, ¢™ (s, x))ds - Ydrdx
QJO 0

7
n; C
5// zK1|vﬁ|dtdx§—2—>0
QJO m

1

as m; — 0o, where C only depends on K1, K3, K4, and T.
Similarly, the third term in (26) is less than (K1 K3K4T1)/m;
so that it goes to zero as m; — oo. Thus, in order to verify
that ¢ satisfies (23), it suffices to show that

t
<¢0(X) + /0 (@ (5. X))ds, w}

t
s <¢0(X) + fo (™ (s, x))ds, ¢> @7

as m; —> 00.

From (25) and Lemmas 1 and 2, we have that ¢"* con-
verges to ¢>° strongly in [L”/((O, T) x Q) for1 < p’ <2.
Then, (18), the Cauchy inequality, and the above strong con-
vergence yield

t t
< / (@ (5. x))ds, ¢> - < / (@™ (s, x))ds, w>
0 0
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T, t
= [ [ ] w00 - ug=e.x0)
QJO 0

X ¥ (t,xX)dsdtdx

T, t
< f f f Kalg™ (5.%) — ¢°(s. 0)* Kudsdtdx
QJO 0

T, A
§C<ff 1|¢'"f(s,x)—qs°<>(s,x)M'%dsazx) 50
QJO

asm; — oo where 0 < A < 1.

We follow [21] to complete the proof. If 77 < 1, then we
restart the ordinary differential equation in (19) at ¢t = T
with initial condition given by ¢ (77, x) to show the exis-
tence of a solution for ¢ < T, for some 7> > T. Since (17),
(18), and (20) hold for all ¢ > 0, then after each restart ¢ is
advanced by a finite amount so that after a sufficient number
of restarts, we will have existence for ¢ € [0, 1]. The proof is
complete. (]

Corollary 1 Let the hypotheses of Proposition 1 hold and
let ¢pp(x) € H' (). Then the solution ¢(t,x) of (19) also
belongs to [L*((0, 1); H'(2))1?.

Proof We only sketch the proof. The technique used for this

proof is explained in detail in the proof of Theorem 1. Take
the gradient of both sides of (10) to obtain

09 _ 09 _

Multiplying by V¢ and integrating over (0, 1) and Q2 give

/ IVo|2dx — / Vo (x)|*dx
Q Q

! v
=2f/ Ve VP 1sax
2Jo ds

1
<2 [ [ (98P ITputs. plaxds
0 JQ

1
SC/ /|V¢|2dxds.
0 Q

By Gronwall’s lemma, ¢(z,-) € [HY(Q)]* for any t €
[0, 1]. O

The following theorem shows the existence of optimal
solutions.

Theorem 1 There exists a solution (u, @, f,g) € Aqq for
the optimal control problem (15).

Proof We first choose f =1 and g = 0. Then, we immedi-
ately see that u =0 and ¢ = x so that A,y is not empty.

Let {(u",¢", f", g")} C Ayq denote a minimizing se-
quence, i.e., we have that

lim J(@"|—1. f",8") = inf
Jim (@"li=1, /", &") (W, f.2) €A

J(@li=1, f,8). (28)

By (14), f* and g" are bounded in H'($2). Then, well-
known regularity results yields u” € [H 2(Q))? and

iz < e(llf" 1+ llg" )

Since u” € [Hz(Q)]z, u” is bounded, i.e., [u"| < K for some
constant K > 0. The boundedness of u” implies

ffl 39" (1,%)
e Jo ot

and, therefore, 3¢" /3t € [L((0, 1); 2)]°. Integrating the
equality

2 1
dtdx = / / lu"(¢" (t,x))|>dtdx < C
QJO

i/wn(s’x))zd":z/ ¢"(s,x)wdx
ds Jq o 5

over (0, t) implies

td
/ 4 / (6" (s.%))2dxds
o ds Jo

t n
:2/ / ¢”(s,x)ww(ds
0 JQ N

t
=2 / / @" (s, )" (¢" (s, X))dxds
0 JQ

t
<K / / (6" (5. %)) dxds, (29)
0 Q

where K is a positive constant independent of ¢ and z.
The last inequality results from the Holder inequality and the
boundedness of u”. Since ¢" (0, X) = X, the left-hand side of
the (29) becomes

/ (@" (t,%))*dx — / (¢"(0, x))%dx
Q Q

_ f (¢" (1, %)) 2dx — Ko, (30)
Q

where the positive constant K, only depends on 2. From
(29) and (30), Gronwall’s lemma yields

/ (@"(t,%))*dx < K,eX1" vt €0, 1].
Q

Therefore, we obtain that [|¢" || 2. 1)xq) is bounded. Then,
we can choose subsequences such that

u’ —a  weakly in [H>(Q)]%,

¢" — ¢ weakly in [H'((0, 1); L)1,
f"— f weakly in H' (),

g" — & weaklyin H'(Q)

€29}
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for some (u, (;S, f, gevV.

It can be easily shown that (31) implies that the limit
(u, f ) satisfies the constraint equations (8), (9), (11), (12),
and (13). To prove that (;5 satisfies the third constraint equa-
tion (10) for a given a, we first choose the test function ¥
from [C3°((0, 1); ©2)]*. Then, we show

8¢ _lara o0 . 2
<5, w>—(u<¢>,w) Vi € [CE((0, 1 .

By (31), we have

[ (v (o)) v
1 n "
L <a;¢ )
- (U” (@") —u"($) +u" () — ﬁ(a,)) - Wdidx

1
—>—f/ (W' (@) —
QJO

The Hélder continuity of u” (see (18)), |¥| < K/, and the
Cauchy inequality yield

u' (@) - Ydrdx. (32)

1 A
/ f (W' (") — (@) - Ydrdx
QJO

1
5// L1¢"(t,x) — ¢(t, X)) K dtdx
QJO

. A
Sc(// |¢"(l,X)—$(l1X)|A'idldX> (33)
2 Jo

for 0 < A < 1. Since ¢" weakly converges to (2) in
[H((0, 1); L2(§2))]2 Lemmas 1 and 2 imply ¢" converges
strongly to ¢ in [L'((0,1) x £)]>. Hence, the right-hand
side of (33) goes to 0 and, therefore (32) goes to 0. Thus,
(a, (25 f,2) €V satisfies (7). By the weakly lower semicon-
tinuity of J, we finally obtain

J(@liz1, £, 8) = J(@li=1, . 8).

inf
W9, f,8)€Aud O

3 Existence of Lagrange Multipliers

In the previous section, we showed the existence of the op-
timal solutions of the optimal control problem (15). Now,
we want to use the Lagrange multiplier rule to turn the con-
strained minimization problem (15) into an unconstrained
problem and then to derive an optimality system. Thus, we
first show the existence of proper Lagrange multipliers.

@ Springer

Let M be the constraint equations from V to W defined
as in (7). Let M'(u, @, f, g) € L(V; W) be the first Fréchet
derivative of M at (u, ¢, f, g) defined as

M, ¢, fg @, f.g=F (34)

for (@, @, f,8) € V and F = (f1, fo. 83, fu, f5.f6) € W if
and only if

VEe H1(Q),
(f2.m) Vne H '),
— - Vou(@) —u(d). ¥) = (f3. )
Vr/f e[L2((0,1) x @)1, 35)
o [ fdx=of4
(fs,v) VveH 3(D),
(@0.%), ) = (s, ) Vne[L2(Q).

The following two lemmas are useful in proving the ex-
istence of Lagrange multipliers. Denote the Sobolev space
W2 (Q) ={u: D% € L*(Q),0 < |a| <m}.

(Voa—f,8) =
(fol—§ n) =

(f1.8)

Vo e R,

(n-u,v)=

Lemma3 Ifu € H™(Q2) and ||ull,, < K, for some constant

Ky > 0,thenu € WZ (), that is, there exists a positive con-
stant L, such that

|IDu(x)| < L,, O0<|a|<ma.e.,inQ. (36)

Proof Suppose u ¢ W2 (£2), then there exists a set U C Q
such that the measure of U, m(U), is not 0 and |Dﬂu(x)| >n
for some 0 < |B| <m and for all x € U. Then

/ Z | DYu(x)|*dx
Q

0<|a|<m
/ Z | D%u(x)|>dx
Uo<ial<m

Zn -m(U) — 00, asn— 00

which contradicts the fact that | u«||,, is bounded. ([l

To show the existence of Lagrange multiplier, we first
prove that the operator M’ (u, ¢, f, g) is onto a certain space.
In the following lemma, we prove M’ in a strong formula-
tion is onto.

Lemma 4 Let (u,¢, f,g) be a solution to the optimal
control problem (15). Then, the operator M'(u, @, f, g) is
onto W.

Proof Let (f1, f2, 13, fa, f5.f6) € W. Since the system

M, ¢, f,8) @, f,8)=Cfi, fr.15 f1. f5.f6)
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is underdetermined, we can choose some variables and then
solve for the rest. We choose f € H L(©) such that

/Qde=f4

and choose any g € H (). For fs e H%(F), by the trace
theorem, there exists a v € H2(2) such thatn-v = fs. Then,
we solve for w satisfying

V.w=f+fi—-V-v inQ,
Vxw=g+ for—Vxv inQ,

n-w=0 onl.

Letting @t = w+v, we have found a (@, f, §) satisfying (35).
Now, we need to verify that a ¢ satisfying (35) exists. First,
we construct a solution to the following linear ordinary dif-
ferential equation

‘Z—‘f — ¢ Vou(g) —ii(¢) =f3

along with initial condition ¢(0, x) = f¢(x) as

¢ (1. x) =f5(x)
+ef® fo LK (i (r, X)) + f3(r, X))dr
+ eV (0, %)) +£3(0,%))1,

where

k
K(k,x)= / Vou(d(s, x))'ds + Veu(é(0, x))k.
0

Since (u, @, f, g) is the optimal solution of (15), || |1 +
llgll1 is bounded and thus ||u]|; is bounded. By Lemma 3,
|Vgu(g)| is bounded a.e. in (0,1) x Q as well as eK*X
is bounded a.e. in Q. Hence ¢ € [L2((0, 1); 2)1. 3¢ /dt €
[L%((0, 1); ©)]* follows easily. O

In the next theorem, we prove that a suitable Lagrange
multiplier exists.

Theorem 2 Let (u, @, f, g) € V denote an optimal solution
to (15). Then, there exists a nonzero Lagrange multiplier
® € W* such that
T @li=1. £.8)- (0,9, f.8)

+(M@ e 1.9 @9/ 8.0)=0

forany (4, ¢, f,8) e V.

Proof Consider the nonlinear operator N : V — R x W de-
fined by
A0 P oA JA=7A7A_J =1, />
NG Fooy= [T @=1 F D =T @lar L))
M, o, f,8)
where J and M are defined as in (5) and (7), respectively.
Then the Frechét derivative N'(u, @, f, g) is defined as

N, ¢, f.g) (@, f 8 =@F

for (01, ¢, f,2) € V and (a,F) € R x W if and only if
(VT@ =) T@li=t) ~R). §) + s (. F)

+an (VI V) + g (8. 8)+ 0, (Ve, VE) =a
and
M(u.¢.f.g)- (86, f 8=F.

The operator M'(u, ¢, f, g) is onto W by Lemma 4 and
therefore has a closed range in W. Also, we know that
M'(u, @, f,g) is a linear operator from V to W. Thus,
the kernel of M'(u, @, f, g), ker(M’'(u, @, f, g)), is a closed
subspace of V. Since J'(¢|;=1, f, g) acting on the kernel
of M'(u, ¢, f, g) is either identically zero or onto R (this
follows from the obvious result that whenever f is a linear
functional on a Banach space X, then either f =0 or the
range of f, ran(f), is R), J'(¢|;=1, f, g) acting on the ker-
nel of M’ (u, ¢, f, g) has a closed range. Now, we recall the
following well-known result: for X, ¥, Z Banach spaces, let
A:X — Y and B : X — Z be linear continuous operators.
If the range of A is closed in Y and B(ker(A)) is closedin Z,
the C : X — Y x Z defined by Cx = (Ax, Bx) has a closed
range in Y x Z. Therefore, N'(u, ¢, f, g) has a closed range
inR x W.

Now, we suppose that N'(u, ¢, f, g) is onto. Then there
exists a (u, q~5 f 8) € Ay satisfying

J(@lizt, £, 8) < J@li=1, £, &),

where J ((¢ —$)|,:1, f—f.g—8) <ewithasmalle >0
which contradicts the hypothesis that (u, ¢, f, g) is an opti-
mal solution to (15).

To conclude, we use the Hahn-Banach theorem. Since
ran(N'(u, ¢, f, g)) is closed in R x W, for any (a,F) €
ran(N’'(u, ¢, f, g)), there exists a nonzero ® € (R x W)*
satisfying

((a,F),(a,®))=0.

Suppose a = 0; then (F, ®) = 0 for all F. Therefore, a # 0.
Now, without loss of generality, we can set a = —1 and
therefore the result the theorem holds. O
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4 The Optimality System

We showed the existence of optimal solutions and of a suit-
able Lagrange multiplier to turn the constrained optimiza-
tion problem into an unconstrained optimization problem.
In this section, we derive the optimality system from the for-
mal calculation of variations of a Lagrangian functional. Let
the optimal state (u, ¢) € [H2(Q)]*> x [H'((0, 1); LZ2(2))]?,
the optimal control (f,g) € HY(Q) x HY(Q), and the
corresponding Lagrange multiplier (¢, n, ¥, 0, v, u) € W*,
where

W*=H Q) x H Q) x [L>((0, 1) x )]*
xR x H™2(I') x [L2(Q)]%
Define the penalized Lagrangian functional

L(us¢9 f’g;g» 77,'/’7011)7#)
=J(¢|,:1,f,g)—/Q(V~u—f+l)§dx

—/(qu—g)ndx
Q

_/Q/OI (E;_?—u(qb))-llldtdx—d/;z(f—l)dx

—/F(n~ll)vds—/9(¢(0, X) — ¢o(X)) - pdx,

where o, af,, gy, and o, in the functional J are penalty
parameters and B is the barrier parameter.

Variations of the Lagrangian with respect to the Lagrange
multipliers recover the state system (7) in weak formulation,
that is,

(V-wé)=(f—1,6 Vee H\(Q),
(Vxu,n) =(g.n) vne H (), (37)
m-u, ) =0 Vv e H 3 (D),

(% @), ¥)=0 Vi € [L2((0,1) x 1%,

(38)
(@0, %), p) = (po(X). ) V€ [L2(Q)],
and
0/ (f(x)—l)dx:O for all o € R. 39)
Q

Variations with respect to the state variables ¢ and u yield
the weak formulation of the adjoint equations
(T +Veu@)y,¢) =0 ¥ e[H'(0, 1); LX),
(¥(0,%) — . ¢0,%) =0 V(0,%) € [L* Q]
(P, x) — (T($(1,x)) (40)
—RX)VgT (¢(1,%)), ¢(1,%x)) =0
Vo (1,x) € [LX()]

@ Springer

and

(Vi — Ve u) = ([y IV~ (. 01¥ 1,67 (¢, x)dt, w),

Jr(T-wnds =0,

fr@m-wvds =0 VYue[H*(Q),

41

where 7 is the unit tangential vector on I'. In (40) and (41),
the equations . = ¥ (0, x) and v = 0 serve no role in defin-
ing ¥, &, and n and merely serve to define the Lagrange
multipliers p and v, respectively. Thus, they may be omit-
ted to yield a reduced set of adjoint equations.

We can construct a solution ¥ € [L2((0, 1) x £2)1? of (40)
by

¥, x) =y (),
where
1
K(t,x) = / Veu(d(s,x))ds + Vgu(dp(1,x))(1 —1).
t
Once ¥ is determined, we can solve (41) for £ and n since
the right-hand side is known. In the following lemma, we

show [V@ ' (z, )| (r, ' (¢, %)) is in [L2((0, 1) x 2)]%.

Lemma S Let (u, ¢, f,g) € V be an optimal solution to
(15) and ¥ € [L?((0, 1) x Q)1?. Then,

IV~ (1, %) ¥ (1, ¢ (1,%)) € [L*((0, 1) x )]

Proof By the change of variables (¢,y) = (¢, ¢ ' (z,x)) and
dtdy = |V(b_1 (t,x)|dtdx, we have

1 2
[ [ (97 w7 ) arax
QJO

1
_ f / Ve~ (1. %) | (b (1, y))drdy
QJO

1 1 5
= — , dtdy. 42
/sz/o |V¢(t,y)|(¢(t y)“drdy (42)
Here, ¢ satisfies
% =u(@(,x)).

Recall thatif d H(t)/dt = A(t)H(t), then d(det H(t))/dt =
TrA(t)det H(t) with Tr A(¢) the trace of the matrix A(z).
Thus, we have

ddetVe¢
ot

=TrVyu(@)detVe =V -y u(¢)det Vo

=(f(¢) — DdetVe
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which, with the property f > 0, yields Vip—ve= fol Ve~ (z,x)|
—1 .
det Vi = oo FOEHFE-D1 5 1. XY@, ¢" (t.x)dt ing, 49)
n=20 onT,
Therefore, =0 onT,
1
| [ wgesvevraayse [ [wayiaay.
QJ1 IVo(t,y)l eJi 5 )
) , 1 1 —aflAf+ocf0f—7=cr—§ in Q,
SII;CCIIIG[L ((g, Dx QI Vo™ . x|, ¢ (¢,x) € n-vVf=0 onT,
[L~((0, 1) x 2)]-. O ] (50)
—0g Ag +ag g =—1 in €,
From the above lemma, it is easy to see that the Lagrange n-Vg=0 onT,
multipliers n and £ in fact satisfy
respectively.

n, & € L*((0, 1); H'(Q)).

Variations of the Lagrangian with respect to the control
f and g yield

(—apAf+apf—5 fl=c—&f) VfeH'(®),

-V f=0 VfeH Q).

(—ag Ag+agg,8) =(-1,8) Ve H'(Q),

Jr(n-Vg)g=0 Vi e H(Q).
(43)

Note that one can enforce (39) by setting

_ _B
G_/Q<E f)dx. (44)

The above equations (37), (38), (39), (40), (41), and (43)
are weak formulations of the following set of partial differ-
ential equations:

Voux)=f(x)—1 inQ,
V xux) =g(x) in 2, 45)
n-ux)=0 onl,
BUY — u(g(,x)) in (0,1] x L,
(46)
¢(0,x) = ¢y (x) in €2,
/ (fx)—1)dx=0, 47)
Q
and
W Veud)y =0 in (0, 1) x Q,
1,x) = (T (¢(1 —R
Y (1,x) = (T (¢(1,x)) — R(x)) 48)
x VT (¢(1,x)) in ,
n=1v(0,x) in €,

The optimality system is thus given by the state equations
(45) and (46), the adjoint or co-state equations (48) and (49)
with the third equation in each omitted, the optimality con-
ditions (50), and (44). The optimality system is fully cou-
pled. However, as briefly mentioned in the introduction, it
can be shown that if one guesses control functions f(x) and
g(x), then one can solve sequentially the uncoupled prob-
lems (45) for u(x), (46) for ¢(z, x), (48) for ¥ (¢, x), (49) for
£(x) and n(x), and (44) for o and then use (50) to update f
and g. It can also be shown that this simple iterative process
defines a steepest descent method. Of course, more sophis-
ticated uncoupling strategies can be defined. Further details
can be found in the upcoming paper where the numerical
analysis of finite element approximations of the optimality
system is studied and the results of several computational
experiments are provided.

In the following section, we show some preliminary nu-
merical results. Again, we omit the details about the numer-
ical aspects since they are too long to describe here and will
appear in the upcoming paper.

5 Numerical Results

Here, we present several examples of the application of our
approach to image registration. In order to solve the opti-
mality system (45)—(50), we use and iterative gradient algo-
rithm; see [11] for the details about the gradient algorithm.
A least-squares finite element method is used to solve the
state equation (45), adjoint equation (49), and the optimal-
ity condition (50). The backward-Euler scheme is used for
the time discretization of the ordinary differential equations
(46) and (48) to obtain the updated ¢ and ¥, respectively.

5.1 Example 1

Let Q =[O0, 1] x [0, 1]. The reference and template images
are given as

30 ifxe[0.25,0.5] x [0.5,0.75],
10 otherwise

R(X) = {
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T( $(0.25,x))

T( 9(0.5,x)) T(0(0.75.x) T( o (1,x))

Fig. 1 From left to right: R(x) and T(¢(z,x)) at r =0, 0.25, 0.5, 0.75, 1 for Example 1

T($(0.25,x))

--

T($(0.5,x)) T($(0.75,x))

T(0(1.x))

Fig. 2 From left to right: R(x) and T(¢ (¢, x)) at t =0, 0.25, 0.5, 0.75, 1 for Example 2

Table 1 L>-differences between the converged template image and
the reference image for the translation of a square

Table 2 L>-differences between the converged template image and
the reference image for the rotation of an ellipse

h=At= 1/16 1/32 1/64

h=At= 1/16 1/32 1/64

IT(®"(1,%x)) —R| 0.195 0.072 0.037

IT@"(1,x)) —R|| 0.680 0.447 0.239

and

_ |30 ifxe[0.5,0.75] x [0.25,0.5],
T = {10 otherwise,
respectively.

The penalty parameters are set to afy = o = gy =
ag, = 0.005. For computational simplicity, we choose the
barrier parameter 8§ = 0 and force the values of f to be
zero wherever, on each iteration, they are negative. Figure 1
shows, for the mesh size 4 = 1/64 and time step At = 1/64,
plots of T(¢(¢,x)) at r =0, 0.125, 0.25, 0.5, 0.75 and 1
and the plot of R(x). The L2-difference of T(¢(1,x)) and
R, ||T(¢h(1, x)) — R|| is reduced to 0.037 by the gradient
method compared to the starting value ||T — R|| = 7.1. The
gradient iteration converges very slowly, therefore imple-
menting faster iteration schemes will be part our future ef-
forts. Table 1 shows the L2-differences between the trans-
formed template and reference images as the mesh size and
time step change. Detailed analyses of approximation errors
will be given in a follow-up paper.

5.2 Example 2

We next test the rotation of an ellipse. Again, let Q2 =
[0, 1] x [0, 1]. The reference and template images are given

@ Springer

as

R(x) = 1 if (x —0.5)2/0.01 + (y — 0.5)%/0.09 < 1,
|25 otherwise

and

Too — 1 if (x —0.5)%/0.09 + (y — 0.5)2/0.01 < 1,
“ 125 otherwise,

respectively, where, for the starting template image, |T —
R|| = 9.25. Figure 2 provides plots of results using a mesh
size h = 1/64 and time step At = 1/64. Again, we the pa-
rameters were set o oy =y = gy = g, = 0.0005 and
B = 0. In Table 2, the values of | T(¢" (1, x)) — R(x)|| as the
mesh size and time step change are shown.

5.3 Example 3

Our next example is a transformation from a circle to the
letter C. The reference and template images are given as
65 x 65 data with values

50 within the C,
otherwise

R()—{
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79

R T

transformed T

Fig. 3 From left to right: R and starting and transformed T for Exam-
ple 3

Fig. 4 Left to right and top to bottom: R, T, transformed T, and
IT(¢(1,x)) — R| for Example 4

and

50 within the circle,
1  otherwise;

T(x) = {

we have that | T — R|| = 26.94. In Fig. 3, the reference, tem-
plate, and transformed template images with a7 = oy =
gy =g, = 0.0001, 8 =0, and Ar = 1/64 are shown. After
the iterations converge, the L2-difference between the trans-
formed template and reference images is reduced to 2.409.

5.4 Example 4

Now, we demonstrate the registration of an MRI image of
a brain. The reference image, R, and the template image,
T, are given as 65 x 65 data. The parameters o, = oy =
gy = g, = 0.0005, B =0 and Ar = 1/64 are fixed. In
Fig. 4, the left and right images in the first row are the
given reference and template images, respectively. The left
image in second row is the transformed template image
and the right image shows the absolute value of the differ-
ence T(¢(1,x)) — R. The starting L2-difference, IT —R],
is 2.255 and, after optimization, the difference between the
transformed template and reference images is reduced to
IT(¢(1,x)) —R[| =0.48.

6 Conclusion

An important goal of the image registration problem is to
find a mapping that transforms a given template image to
one similar to a reference image. In this paper, to find such a
mapping, we describe an optimal control problem based on
the grid deformation method and then turn the constrained
minimization problem into an unconstrained problem by us-
ing the Lagrange multiplier rule. To our knowledge, this is
the first attempt to combine the grid deformation method
and Lagrange multiplier rule to solve the image registra-
tion problem. We prove that solutions of the optimal control
problem exist and that the Lagrange multiplier rule can be
applied to redefine the problem into an unconstrained opti-
mization problem. We then derive an optimality system from
which optimal solutions can be determined. Several prelim-
inary computational examples are provided.

Although we only treated the two-dimensional setting,
we anticipate that the methods and theories in this paper
are extendible to three-dimensions. A future paper will deal
with the development and analysis of finite element dis-
cretizations of the optimality system as well as with more
extensive computational experiments.
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