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Suppose we have two chemical reactions occurring simultaneously. A reactant’s amount \( y \) changes because of both processes and behaves as a function of time \( t \) as

\[
y(t) = x_1 e^{\alpha_1 t} + x_2 e^{\alpha_2 t},
\]

where \( x_1, x_2, \alpha_1, \) and \( \alpha_2 \) are fixed parameters. The negative values \( \alpha_1 \) and \( \alpha_2 \) are rate constants; in time \(-1/\alpha_1\), the first exponential term drops to \( 1/e \) of its value at \( t = 0 \). Often we can observe \( y(t) \) fairly accurately, so we would like to determine the rate and amplitude constants \( x_1 \) and \( x_2 \). This involves fitting the parameters of the sum of exponentials.

In this project, we study efficient algorithms for solving this problem, but we’ll see that for many data sets, the solution is not well determined.

**How Sensitive Are the \( x \) Parameters to Errors in the Data?**

In this section, we investigate how sensitive the \( y \) function is to choices of parameters \( x \), assuming that we are given the \( \alpha \) parameters exactly.

Typically, we observe the function \( y(t) \) for \( m \) fixed \( t \) values—perhaps \( t = 0, \Delta t, 2\Delta t, \ldots, t_{\text{final}} \). For a given parameter set \( \alpha \) and \( x \), we can measure the goodness of the model’s fit to the data by calculating the residual

\[
r_i = y(t_i) - y(x(t_i)), \quad i = 1, \ldots, m,
\]

where \( y(x(t)) = x_1 e^{\alpha_1 t} + x_2 e^{\alpha_2 t} \) is the model prediction. Ideally, the residual vector \( r = 0 \), but due to noise in the measurements, we never achieve this. Instead, we compute model parameters that make the residual as small as possible; we often choose to measure size using the 2-norm:

\[
\|r\|_2 = r^T r.
\]

If the parameters \( \alpha \) are given, we can find the \( x \) parameters by solving a linear least-squares problem because \( r \) is a linear function of \( x_1 \) and \( x_2 \). Thus, we minimize the norm of the residual, expressed as

\[
r = y - Ax,
\]

where \( A_y = e^{\alpha_j t}; j = 1, 2; i = 1, \ldots, m; \) and \( y_i = y(t_i) \).

We can easily solve this problem by using matrix decompositions, such as the QR decomposition of \( A \) into the product of an orthogonal matrix times an upper triangular matrix, or the singular value decomposition (SVD). We’ll focus on the SVD because even though it’s somewhat more expensive, it’s generally less influenced by round-off error and it gives us a bound on the problem’s sensitivity to small changes in the data.

The SVD factors \( A = U \Sigma V^T \), where the \( m \times m \) matrix \( U \) satisfies \( U^T U = U^T U = I \) (the \( m \times m \) identity matrix), the \( n \times n \) matrix \( V \) satisfies \( V V^T = V V^T = I \), and the \( m \times n \) matrix \( \Sigma \) is zero except for entries \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n \) on its main diagonal. Because \( \|r\|_2^2 = r^T r = (U^T r)^T (U^T r) = \|U^T r\|_2^2 \), we can solve the linear least-squares problem by minimizing the norm of \( U^T r = U^T y - U^T Ax = \beta - \Sigma \beta \), where

\[
\beta_i = u_i^T y, \quad i = 1, \ldots, m,
\]

and \( u_i \) is the \( i \)th column of \( U \). If we change the coordinate system by letting \( w = V^T x \), then our problem is to minimize

\[
(\beta_1 - \sigma_1 w_1)^2 + \ldots (\beta_n - \sigma_n w_n)^2 + \beta_{n+1}^2 + \ldots + \beta_m^2.
\]

In this issue, we investigate the problem of fitting a sum of exponential functions to data. This problem occurs in many real-world situations, but we will see that getting a good solution requires care.
In Problem 1, we see that the SVD gives us not only an algorithm for solving the linear least-squares problem, but also a measure of the sensitivity of the solution $x$ to small changes in the data $y$.

**Problem 1.**

a. The columns of the matrix $V = [v_1, \ldots, v_n]$ form an orthonormal basis for $n$-dimensional space. Let’s express the solution $x_{\text{true}}$ as

$$x_{\text{true}} = \bar{v}_1 v_1 + \ldots + \bar{v}_n v_n.$$  

Determine a formula for $v_i (i = 1, \ldots, n)$ in terms of $U$, $y_{\text{true}}$, and the singular values of $A$.

b. Justify the reasoning behind these two statements:

$$A(x - x_{\text{true}}) = y - y_{\text{true}} - r \quad \text{means} \quad \|x - x_{\text{true}}\| \leq \frac{1}{\sigma_n} (\|y - y_{\text{true}} - r\|)$$

$$y_{\text{true}} = A x_{\text{true}} \quad \text{means} \quad \|y_{\text{true}}\| = \|A x_{\text{true}}\| \leq \|A\| \|x_{\text{true}}\|.$$  

c. Use these two statements and the fact that $\|A\| = \sigma_1$ to derive an upper bound on $\|x - x_{\text{true}}\|/\|x_{\text{true}}\|$ in terms of the condition number $\kappa(A) = \sigma_1/\sigma_n$ and $\|y - y_{\text{true}} - r\|/\|y_{\text{true}}\|$.

The solution to Problem 1 shows that the sensitivity of the parameters $x$ to changes in the observations $y$ depends on the condition number $\kappa$. With these basic formulas in hand, we can investigate this sensitivity in Problem 2.

**Problem 2.** Generate 100 problems with data $x_{\text{true}} = [0.5, 0.5]^T$, $\alpha = [0.3, 0.4]$, and

$$y = y_{\text{true}} + \eta z,$$

where $\eta = 10^{-4}$, $y_{\text{true}}$ contains the true observations $y(t)$, $t = 0, 0.01, \ldots, 0.00$, and the elements of the vector $z$ are uniformly distributed on the interval $[-1,1]$. In a figure, plot the computed solutions $x^{(i)}$, $i = 1, \ldots, 100$ obtained via your SVD algorithm, assuming that $\alpha$ is known. In a second figure, plot the components $v^{(i)}$ of the solution in the coordinate system determined by $V$. Interpret these two plots using Problem 1’s results. The points in the first figure are close to a straight line, but what determines the line’s direction? What determines the shape and size of the second figure’s point cluster? Verify your answers by repeating the experiment for $\alpha = [0.3, 0.31]$ and also try varying $\eta$ to be $\eta = 10^{-2}$ and $\eta = 10^{-6}$.

**How Sensitive Is the Model to Changes in the $\alpha$ Parameters?**

Now we need to investigate the sensitivity to the nonlinear parameters $\alpha$. In Problem 3, we display how fast the function $y$ changes as we vary these parameters, assuming that we compute the optimal $x$ parameters using least squares.

**Problem 3.** Suppose that the reaction results in

$$y(t) = 0.5 e^{-0.3t} + 0.5 e^{-0.7t}.$$  

Next, suppose that we observe $y(t)$ for $t \in [0, t_{\text{final}}]$, with 100 equally spaced observations per second. Compute the residual norm as a function of various $\alpha$ estimates, using the optimal values of $x_1$ and $x_2$ for each choice of $\alpha$ values. Make six contour plots of the log of the residual norm, letting the observation interval be $t_{\text{final}} = 1, 2, \ldots, 6$ seconds. Plot contours of $-2$, $-6$, and $-10$. How helpful is it to gather data for longer time intervals? How well determined are the $\alpha$ parameters?

From the results of Problem 3, we learn that the parameters $\alpha$ are not well determined; a broad range of $\alpha$ values lead to small residuals. This is an inherent limitation in the problem, and we cannot change it. Nonetheless, we want to develop algorithms to compute approximate values of $\alpha$ and $x$ as efficiently as possible, and we next turn our attention to this computation.

**Solving the Nonlinear Problem**

If we are not given the parameters $\alpha$, then minimizing the norm of the residual $r$ defined in Equation 1 is a nonlinear least-squares problem. For our model problem, we must determine four parameters. We could solve the problem by using standard minimization software, but taking advantage of the least-squares structure is more efficient. In addition, because two parameters occur linearly, taking advantage of that struc-
ture is also wise. One very good way to do this is to use a variable projection algorithm. The reasoning is as follows: our residual vector is a function of all four parameters, but given the two $\alpha$ parameters, determining optimal values of the two $x$ parameters is easy if we solve the linear least-squares problem we considered in Problem 1. Therefore, we express our problem as a minimization problem with only two variables: 

$$
\min_{\alpha} \| r(x) \|^2,
$$

where the computation of $r$ requires us to determine the $x$ parameters by solving a linear least-squares problem using, for instance, SVD.

Although this is a very neat way to express our minimization problem, we pay for that convenience when we evaluate the derivative of the function $f(\alpha) = r^T r$. Because the derivative is quite complicated, we can choose either to use special-purpose software to evaluate it (see the “Tools” sidebar) or a minimizer that computes a difference approximation to it.

**References**

Problem 4.

a. Use a nonlinear least-squares algorithm to determine the sum of two exponential functions that approximates the data set generated with $\alpha = [-0.3, -0.4]$, $x = [0.5, 0.5]^T$, and normally distributed error with mean zero and standard deviation $\eta = 10^{-4}$. Provide 601 values of $(i, y(t))$ with $t = 0, 0.01, \ldots, 6.0$. Experiment with the initial guesses.

Next, plot the residuals obtained from each solution, and then repeat the experiment with $\alpha = [-0.30, -0.31]$. How sensitive is the solution to the starting guess?

b. Repeat the runs of part (a), but use variable projection to reduce to two parameters, the two components of $\alpha$. Discuss the results.

To finish our investigation of exponential fitting, let's try dealing with some given data.

Problem 5. Suppose that we gather data from a chemical reaction involving two processes: one process produces a species and the other depletes it. We have measured the concentration of the species as a function of time. (If you prefer, consider the amount of a drug in a patient's bloodstream while the intestine is absorbing it and the kidneys are excreting it.) Figure 1 shows the data; it is also available at www.computer.org/cise/homework. Suppose your job (or even the patient's health) depends on determining the two rate constants and a measure of uncertainty in your estimates. Find the answer and document your computations and reasoning.

Finding rate constants is an example of a problem that is easy to state and often critically important to solve, but devilishly difficult to answer with precision.