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Abstract

An adjoint model for a 2D Galerkin/Petrov-Galerkin finite element (FE) shallow water (S-W) model is developed using the Independent Set Perturbation (ISP, [40]) sensitivity analysis. Its performance in a full 4-D Var setup with a limited area shallow water equations model is assessed by comparing with the adjoint model derived by the automatic differentiation approach (TAMC), where it is used for optimising the initial conditions. It is shown that the ISP sensitivity analysis provides a very simple approach of forming the adjoint code/gradients/differentiation of discrete forward models (even complex governing equations, discretization methods and non-linear parameterizations) and is realised using a graph colouring approach combined with a perturbation method. Importantly, the adjoint is automatically updated as the forward code continues to be developed. In the test cases, it is shown that the adjoint model using the ISP sensitivity analysis can achieve the accuracy of traditional adjoint models derived by the automatic differentiation method (TAMC). Further comparison shows that the CPU time required for running the adjoint model using the ISP sensitivity analysis is much less than that required for the automatic differentiation derived adjoint model since the ISP derived adjoint CPU time scales linearly with the problem size.

The ISP sensitivity analysis is further applied to a highly non-linear Petrov-Galerkin FE model. The perturbation size used in deriving the tangent linear model with the ISP sensitivity analysis method is then optimised and the resulting approach used to assimilate both sparse (more realistic) and dense observational data for optimising the initial conditions. A simple first order formula is developed to calculate the perturbation size for each variable, at each node and time level. By applying the ISP sensitivity method
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to an intermediate complexity model (a shallow water model) this paper outlines steps
towards applying the approach to data assimilation (DA) problems involving realistic
complex models.
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1. Introduction

The Independent Set Perturbation (ISP, [40]) sensitivity analysis is a method of differen-
tiating finite element or control volume models. The method is derived using a graph
colouring approach (forming independent sets of variables) combined with a perturba-
tion method to obtain gradients in numerical discretization. Using the ISP sensitivity
analysis method the adjoint code becomes simple to derive even with complex govern-
ing equations, discretization methods and non-linear parameterizations. Importantly,
this greatly reduces the effort required to implement the tangent linear model (differenti-
tation of the discrete forward model) and its adjoint, and maintains the adjoint code as
the forward model code continues to evolve, a desirable trait in operational implemen-
tations.

Cacuci (1980, [1]) was the first to originally develop variational/perturbation meth-
ods using adjoint functions, based on Frechet-derivatives, for performing systematic
and efficient sensitivity analysis of large-scale continuous and/or discrete linear and/or
non-linear systems, possibly with bifurcations, critical points and global optimisation.
Shortly thereafter, this method was further generalized using Gateaux differential oper-
ators ([9]) for a non-linear operator of the system response along an arbitrary direction.
Adjoint sensitivity analysis methods are widely applied to chemical kinetics [2], opti-
misation [3, 8, 15], ocean and atmospheric sciences [4, 5, 6, 7, 44, 45, 46, 47, 48]
and nuclear science ([10]). Furthermore, Bischof et al. developed the pseudo-adjoint
method for efficient computation of Jacobian matrices using colouring approaches
[26, 29].

In Fang et al. [40] the ISP sensitivity analysis approach was tested only for sensitivity
purposes while in the present paper the method is applied to a full 4-D Var (optimisation
of initial conditions) with a finite element discretization of a shallow water equations
model over a limited area domain and its adjoint. This work focuses on comparing the
performance of the ISP derived adjoint with Automatic Differentiation (AD) methods
as well as optimising the size of perturbations used within the ISP sensitivity analysis.
While the usual AD tool has seen great advances, it remains a challenging task to de-
rive large scale adjoint models [11]. Automatic differentiation tools such as ADOL-C
[14], GRESS [42], Odyssee [18], and TAMC [19, 20], ADIFOR [26, 27], TAPENADE
[17] and TAF [16], implement the reverse mode of automatic differentiation in an auto-
mated fashion. In addition, for non-linear problems, the implementation of the reverse
mode requires one to store or recompute all forward solution variables. This can incur
a prohibitively large CPU or memory cost especially for three dimensional problems.
A checkpointing scheme proposed by Griewank [12, 13, 28] provides a way of over-
coming these shortcomings. This approach is being adopted in reverse mode tools but
the fact that potentially many values need to be stored and/or recomputed implies that
the reverse mode requires considerable storage requirements to achieve the desired low floating point complexity. This apart from the fact that the adjoint code provided by AD tools still requires expert tuning by the user prior to being ready for implementation. More recently, reduced order approaches have been introduced into 4-D variational data assimilation systems [21, 22, 23, 24, 25]. An approximate linear reduced model can be obtained by projecting the forward model onto a reduced subspace. Compared to the classical variational method, the adjoint of the tangent linear model is replaced by the adjoint of a linear reduced forward model [22]. The minimisation process of the related cost function is carried out in reduced subspace and hence reduces the computational cost albeit subject to limitations. The ISP adjoint method [40] bears some similarity to the pseudo-adjoint method of Bischof et al [26] in that it efficiently implements exploitation of the Jacobian sparsity associated with the non-linear operator (advancing the system state using graph colouring strategies) in typical stencil-based computations. It also has some similarity to conceptual ideas of Faidon Christakopoulos et al [30]. However it differs in essential algorithmic parts from above approaches as outlined below:

- It is suitable for any forward discrete schemes while pseudo-adjoint methods only tackle explicit schemes e.g. leap frog time differencing scheme.
- Implementation of adjoint codes using the ISP sensitivity analysis method involves only the matrix vector multiplication of the forward model.
- Complex models can be easily differentiated as long as the model can perform matrix vector multiplications involving the forward model.

The accuracy of the ISP sensitivity analysis can be critically dependent on the perturbation size of a number of variables and controls for deriving the tangent linear model [40]. Two approaches are developed for the choice of the perturbation size. These result in a different perturbation size for each finite element solution variable at each time level.

The remainder of this paper is structured as follows: The finite element shallow water model and its discretisations (including both Galerkin and Petrov-Galerkin formulations) are described in sections 2 and 3. The derivation of the discrete adjoint model using ISP sensitivity approach and the implementation of the adjoint finite element shallow water model are discussed in sections 4 and 5. The formulae for determining the non-uniform perturbation size used in deriving the tangent linear model is described in section 6. In section 7, the above adjoint model is applied for optimising the initial conditions (by data assimilation of observations distributed in space and time) of the shallow water equations model. A comparison of accuracy of the adjoint models derived by the ISP sensitivity analysis and automatic differentiation approach (TAMC) is carried out. Discussion, future perspectives and conclusions are provided in sections 8 and 9.

2. Shallow Water (S-W) Equations

The shallow-water equations model is one of the simplest forms of the equations of motion for incompressible fluid for which the depth is relatively small compared to the
horizontal dimensions. These equations can be used to help determine the horizontal structure of the atmosphere or oceans. They describe the evolution of an incompressible fluid in response to gravitational and rotational accelerations (See Tan 1992 [34], Vreugdenhil 1994 [35] and Galewsky 2004 [36]). The shallow-water equations in a 2D domain \( \Omega = (0, L) \times (0, D) \) can be written as:

\[
\begin{align*}
\frac{\partial \phi}{\partial t} + \frac{\partial (\phi u)}{\partial x} + \frac{\partial (\phi v)}{\partial y} &= 0, \quad (1) \\
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + \frac{\partial \phi}{\partial x} + fv &= 0, \quad (2) \\
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + \frac{\partial \phi}{\partial y} - fu &= 0, \quad (3)
\end{align*}
\]

where \( u \) and \( v \) are the velocity components in the \( x \) and \( y \) axis respectively, \( \phi = gh \) is the geopotential height, \( h \) is the depth of the fluid and \( g \) is the acceleration of gravity. The scalar function \( f \) is the Coriolis parameter defined by the \( \beta \)-plane (\( \beta = 1.5 \times 10^{-11} \)) approximation:

\[
f = \hat{f} + \beta \left( y - \frac{D}{2} \right). \quad (4)
\]

The Coriolis parameter

\[
\hat{f} = 2\omega \sin \theta, \quad (5)
\]
is defined at a mean latitude \( \theta_0 \), here \( \hat{f} = 10^{-4} \), where \( \omega \) is the angular velocity of the earth’s rotation and \( \theta \) is latitude. The shallow-water equations require specification of appropriate initial and boundary conditions. An initial condition is imposed as:

\[
w(x, y, 0) = \varphi(x, y), \quad (6)
\]
where state variables are \( w = w(x, y, t) = (u(x, y, t), v(x, y, t), \phi(x, y, t)) \) with periodic boundary conditions are assumed in the \( x \)-direction:

\[
w(0, y, t) = w(L, y, t), \quad (7)
\]
while solid wall boundary condition in the \( y \)-direction is:

\[
v(x, 0, t) = v(x, D, t) = 0. \quad (8)
\]
The geopotential in \( \varphi(x, y) \) will be specified later in the numerical experiments.

3. Discrete System of Shallow Water Equations

The discretisations of the finite element shallow water model are described in this section. Both Galerkin and Petrov/Galerkin finite-element methods (FEM) are employed. The evolutionary equations of continuity and momentum are coupled at each time step using an extrapolated Crank-Nicolson method to quasi-linearize the nonlinear advective terms.
3.1. The finite-element model formulation at one time level

In the formulation of the Finite-Element model (FEM) variables in (1) - (3) can be written as:

\[ u = \sum_{k=1}^{N} u_k(t)V_k(x,y), \quad v = \sum_{k=1}^{N} v_k(t)V_k(x,y), \quad \phi = \sum_{k=1}^{N} \phi_k(t)V_k(x,y), \]  

(9)

where \( u_k(t), \ v_k(t) \) and \( \phi_k(t) \) are the time-dependent nodal values of wind fields and geopotential fields respectively, and \( V_k \) represents a basis function (interpolation function) defined by the coordinates of the nodes, \( N \) is the number of finite element nodes. The variable vectors at time level \( n \) are written:

\[ \Phi^n = (\phi_1^n, \phi_2^n, \cdots, \phi_N^n), \quad u^n = (u_1^n, u_2^n, \cdots, u_N^n), \quad v^n = (v_1^n, v_2^n, \cdots, v_N^n). \]  

(10)

A Crank-Nicholson time differencing scheme was applied for temporal integration of the ordinary differential equations resulting from application of the Galerkin FEM \[ [32, 33]. \] The shallow-water equations system was then coupled at every time step so that the equations become quasi-linearized \[ [37, 38], \] since an average is taken at time level \( n-1 \) and time level \( n \) of expressions, while the non-linear advective terms are linearized by estimating them at time level \( n+\frac{1}{2} \) using the following second-order approximation in time:

\[ w^* = \frac{1}{2}w^n - \frac{1}{2}w^{n-1} + O(\Delta t^2), \]  

(11)

where the state variables \( w = w(x, y, t) = (u, v, \phi) \). Multiplying (1) by \( V_i \) and integrating it over the computational domain, the discrete form of the continuity equation which is first to be solved at a given time step \( n+1 \), is obtained

\[ M \Phi^{n+1} - \frac{\Delta t}{2} K^n_1 \Phi^{n+1} + \Phi^n = 0, \]  

(12)

where \( M \) is the mass matrix at the computational domain \( \Omega \),

\[ M_{ij} = \int_{\Omega} V_i V_j d\Omega, \quad M_{xij} = \int_{\Omega} V_i \frac{\partial V_j}{\partial x} d\Omega, \quad M_{yij} = \int_{\Omega} V_i \frac{\partial V_j}{\partial y} d\Omega, \]  

and

\[ K^n_{1i,j} = \int_{\Omega} u^n V_i \frac{\partial V_j}{\partial x} d\Omega + \int_{\Omega} V_i v^n \frac{\partial V_j}{\partial y} d\Omega. \]  

(13)

By applying Petrov-Galerkin FEM approach into the momentum equations (2) and (3), one obtains:

\[ M \left( u^{n+1} - u^n \right) + \frac{\Delta t}{2} K^n_2 \left( u^{n+1} + u^n \right) + \Delta t M \phi^{n+1} - \Delta t M v^{n+1} = 0, \]  

(15)

\[ M \left( v^{n+1} - v^n \right) + \frac{\Delta t}{2} K^n_3 \left( v^{n+1} + v^n \right) + \Delta t M u^{n+1} + \Delta t M \phi^{n+1} = 0, \]  

(16)
where

\[
K_{1ij}^n = \int_\Omega u^n v_i \frac{\partial V_j}{\partial x} d\Omega + \int_\Omega v^n v_i \frac{\partial V_j}{\partial y} d\Omega + \int_\Omega v_{eff} (\frac{\partial V_i}{\partial x} + \frac{\partial V_i}{\partial y}) d\Omega,
\]

\[
K_{2ij}^n = \int_\Omega u^{n+1} v_i \frac{\partial V_j}{\partial x} d\Omega + \int_\Omega v^{n+1} v_i \frac{\partial V_j}{\partial y} d\Omega + \int_\Omega v_{eff} (\frac{\partial V_i}{\partial x} + \frac{\partial V_i}{\partial y}) d\Omega,
\]

\[
K_{3ij}^n = \int_\Omega u^n v_i \frac{\partial V_j}{\partial x} d\Omega + \int_\Omega v^n v_i \frac{\partial V_j}{\partial y} d\Omega + \int_\Omega v_{eff} (\frac{\partial V_i}{\partial x} + \frac{\partial V_i}{\partial y}) d\Omega.
\]

In the \(v\)-momentum equation, since the most recent solution for both \(\phi^{n+1}\) and \(u^{n+1}\) at the current time step are known, \(v^{n+1}\) at the next time step can thus be solved from \((u^{n+1}, v^{n}, \phi^{n+1})\).

The effective viscosities \(\nu_{eff}^u\) and \(\nu_{eff}^v\) are an application of Petrov-Galerkin discretisation methods modified so as to result in positive viscosities and are given by (see [50]):

\[
\nu_{eff}^u = \gamma \frac{r_u p_u r_u}{\max(\epsilon_{eff}^u, (\frac{\partial u^n}{\partial x})^2 + (\frac{\partial u^n}{\partial y})^2)},
\]

\[
\nu_{eff}^v = \gamma \frac{r_v p_v r_v}{\max(\epsilon_{eff}^v, (\frac{\partial v^n}{\partial x})^2 + (\frac{\partial v^n}{\partial y})^2)},
\]

with

\[
r_u = \frac{u^n - u^{n-1}}{\Delta t} + u^n \frac{\partial u^n}{\partial x} + v^n \frac{\partial u^n}{\partial y} - f v^n, \quad r_v = \frac{v^n - v^{n-1}}{\Delta t} + u^{n+1} \frac{\partial v^n}{\partial x} + v^n \frac{\partial v^n}{\partial y} + f u^{n+1},
\]

and

\[
p_u = \frac{1}{2}(\frac{\partial u^n}{\partial x})^2 + (\frac{\partial u^n}{\partial y})^2, \quad p_v = \frac{1}{2}(\frac{\partial v^n}{\partial x})^2 + (\frac{\partial v^n}{\partial y})^2.
\]

and

\[
(a_{u,x}^n, a_{u,y}^n) = ((u^n, v^n) \cdot \nabla_x u^n) \nabla_x u^n \left/ ||\nabla_x u^n||^2 \right.,
\]

\[
(a_{v,x}^n, a_{v,y}^n) = ((u^n, v^n) \cdot \nabla_x v^n) \nabla_x v^n \left/ ||\nabla_x v^n||^2 \right.,
\]

in which \(\Delta x, \Delta y\) are the size of the elements in the \(x\)- and \(y\)-directions and \(\epsilon_{eff}\) is a tolerance used to avoid a "division by zero" error, here \(\epsilon_{eff} = 10^{-10}\), with \(\gamma = 0\) the Galerkin discretisation results while with \(\gamma = 1\) obtains the Petrov Galerkin, where \(\nabla_x u = (\frac{\partial u}{\partial x}, \frac{\partial u}{\partial y})\). Time steps are chosen so as to satisfy the Courant-Friedrichs-Lewy criterion for stability.

### 3.2. Global discrete model of the shallow water equations

The global discrete forward model representation of the governing equations above can be expressed in matrix form:

\[
\mathbf{A}(\mathbf{m}, \Psi)\Psi = \mathbf{s},
\]

where \(\Psi^T = (\Psi_1^T \Psi_2^T \ldots \Psi_N^T)\) is the vector of state variables; \(\mathbf{s}^T = (s_1^T s_2^T \ldots s_N^T)\) are the source vectors; \(\mathbf{m}^T = (m_1 m_2 \ldots m_C)\) is the number of controls are the controls; and \(\mathbf{A}\) is the global matrix making up the discretisation in the forward model at all the time levels, where \(N_f\) is the number of time levels (for steady state problems \(N_f = 1\)). At time level \(n\), \(\Psi^{n,T} = (\Phi^{n,T}, u^{n,T}, v^{n,T})\) (For \(\Phi^n, u^n\) and \(v^n\), see (10)).
\(s^n_T = (s^n_T \Phi^T, s^n_T \psi^T, s^n_T v^T)\) where \(s^n_{\Phi}, s^n_{\psi}\) and \(s^n_v\) are the source vectors associated with \(\Phi^n, \psi^n\) and \(v^n\) respectively, here \(s^n_{\Phi} = (s^n_{\Phi 1, s^n_{\Phi 2}, \ldots, s^n_{\Phi N}})^T\), \(s^n_{\psi} = (s^n_{\psi 1, s^n_{\psi 2}, \ldots, s^n_{\psi N}})^T\), and \(s^n_v = (s^n_{v 1, s^n_{v 2}, \ldots, s^n_{v N}})^T\).

For the three-level time marching methods used here the global matrix \(A\) has the structure:

\[
A = \begin{pmatrix}
\mathbf{P}^2 & \mathbf{H}^3 & \mathbf{P}^3 \\
\mathbf{I}^4 & \mathbf{H}^4 & \mathbf{P}^4 \\
\vdots & \vdots & \vdots \\
\mathbf{I}^N & \mathbf{H}^N & \mathbf{P}^N
\end{pmatrix}
\tag{24}
\]

where at time level \(n\)

\[
\mathbf{P}^n = \begin{pmatrix}
\mathbf{M} - \frac{\Delta t}{2}\mathbf{K}^1_1 & 0 & 0 \\
M \Delta t & \mathbf{M} + \frac{\Delta t}{2}\mathbf{K}^n_2 & 0 \\
M \Delta t & fM\Delta t & \mathbf{M} + \frac{\Delta t}{2}\mathbf{K}^n_3
\end{pmatrix},
\tag{25}
\]

\[
\mathbf{H}^n = \begin{pmatrix}
-M - \frac{\Delta t}{2}\mathbf{K}^n_1 & 0 & 0 \\
0 & -M + \frac{\Delta t}{2}\mathbf{K}^n_2 - 1.5fM\Delta t & 0 \\
0 & 0 & -M + \frac{\Delta t}{2}\mathbf{K}^n_3
\end{pmatrix},
\tag{26}
\]

\[
\mathbf{I}^n = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 0.5fM\Delta t \\
0 & 0 & 0
\end{pmatrix},
\tag{27}
\]

and

\[
s^2 = \mathbf{H}^2\Psi^1, \quad s^3 = \mathbf{I}^3\Psi^1,
\tag{28}
\]

and

\[
\mathbf{H}^i = \begin{pmatrix}
-M - \frac{\Delta t}{2}\mathbf{K}^i_1 & 0 & 0 \\
0 & -M + \frac{\Delta t}{2}\mathbf{K}^i_2 & -fM\Delta t \\
0 & 0 & -M + \frac{\Delta t}{2}\mathbf{K}^i_3
\end{pmatrix},
\tag{29}
\]

4. The global discrete adjoint model of the shallow water equations

This section describes in detail how to derive the discrete adjoint model. In general the global matrix \(A\) (see equation (23)) is a function of the controls \(m\) and state variables \(\Psi\) that is \(A = A(m, \Psi)\). The cost functional can be expressed as:

\[
J = J(m, \Psi).
\tag{30}
\]

The “total sensitivity” \(\frac{dJ(m, \Psi)}{dm_l}\) of \(J(m, \Psi)\) with respect to a parameter (“control variable”) \(m_l\) is obtained by computing its respective Gateaux-differential, which is given by the following expression:

\[
\frac{dJ(m, \Psi)}{dm_l} = \frac{\partial J}{\partial m_l} + \left(\frac{\partial J}{\partial \Psi}\right)^T \frac{d\Psi}{dm_l},
\tag{31}
\]
4.1. The global discrete tangent linear model of the shallow water equations

The differentiation of equation (23) with respect to $m_l$ is

$$ \frac{dA}{dm_l} \Psi + A \frac{\delta \Psi}{\delta m_l} = \frac{ds}{dm_l}, \quad (32) $$

while

$$ \frac{dA}{dm_l} \Psi = \frac{\delta A}{\delta m_l} + \sum_{k=1}^{3xN_xN_y} \frac{\partial A}{\partial \psi_k} \frac{\partial \psi_k}{\partial m_l} = \frac{\delta A}{\delta m_l} \Psi + G \frac{\partial \Psi}{\partial m_l}, \quad (33) $$

where

$$ \sum_{k=1}^{3xN_xN_y} \frac{\partial A}{\partial \psi_k} \frac{\partial \psi_k}{\partial m_l} = \begin{bmatrix} \frac{\partial A}{\partial \psi_1} & \ldots & \frac{\partial A}{\partial \psi_N} \end{bmatrix} \begin{bmatrix} \frac{\partial \psi_1}{\partial m_l} & \ldots & \frac{\partial \psi_N}{\partial m_l} \end{bmatrix}^T = G \frac{\partial \Psi}{\partial m_l}, \quad (34) $$

$$ G = \begin{bmatrix} \frac{\partial A}{\partial \psi_1} & \ldots & \frac{\partial A}{\partial \psi_N} \end{bmatrix} = (g_1, \ldots, g_N). \quad (35) $$

The tangent linear model (TLM) (32) can be re-written:

$$ \frac{dA}{dm_l} \Psi + (A + G) \frac{\partial \Psi}{\partial m_l} = \frac{ds}{dm_l}. \quad (36) $$

4.2. The global discrete adjoint model of the shallow water equations

Forming the inner-product of equation (36) with an adjoint state variable $\Psi^*$ in the Euclidean-space, yields

$$ (\Psi^*)^T (A + G) \frac{\partial \Psi}{\partial m_l} = (\Psi^*)^T \left( \frac{\partial s}{\partial m_l} - \frac{\partial A}{\partial m_l} \Psi \right). \quad (37) $$

The adjoint model is defined,

$$ (A + G)^T \Psi^* = \frac{\partial J}{\partial \Psi^*}. \quad (38) $$

That is,

$$ (A^T + G^T) \Psi^* = \begin{pmatrix} P^2 & H^3 & P^3 & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & I^{N_x} & H^{N_x} & P^{N_x} \\
\end{pmatrix}^T + G^T \begin{pmatrix} \Psi^1 \\
\Psi^2 \\
\vdots \\
\Psi^N \\
\end{pmatrix} = \begin{pmatrix} \frac{\partial J}{\partial \psi^1} \\
\frac{\partial J}{\partial \psi^2} \\
\vdots \\
\frac{\partial J}{\partial \psi^N} \\
\end{pmatrix}, \quad (39) $$

in which the adjoint solution is $\Psi^m = (\Phi^m, u^m, v^m)^T$. The structure of the matrix $G$ is expressed in (43).

The “total sensitivity” $\frac{dJ}{dm_l}$ in terms of the adjoint function can be expressed:

$$ \frac{dJ}{dm_l} = \frac{\partial J}{\partial m_l} + \left( \frac{\partial s}{\partial m_l} - \frac{\partial A}{\partial m_l} \right)^T \Psi^*. \quad (40) $$
5. The formation of the adjoint model using the independent set graph-colouring methods

This section provides the details of the formation of the adjoint model. The differentiation of discrete forward models here is realised using the ISP sensitivity analysis, i.e., a perturbation method combined with a graph colouring approach. The graph colouring approach (for details, see [40] and appendix A) is used to construct the matrices in the adjoint model (38) (for example, $G$) and help accelerate the matrix equation assembly process. The perturbations associated with each variable at each node and time level are grouped in terms of colours and calculated concurrently.

5.1. The formation of the matrix $G$ for the adjoint shallow water model

Since the matrix $A$ is known in the adjoint model (38), the remaining part of the calculation consists in the formation of the matrix $G$ in (38) and in particular the formation of the part of $G$ associated with a given time level $n$. The matrix $G$ can be constructed by a perturbation method. Suppose the perturbation vector is $\Delta \Psi_k = (0, \ldots, 0, \Delta \phi_k, 0, \ldots, 0)^T$ for a perturbation $\Delta \phi_k$ of the $k^{th}$ entry in $\Psi$ then the $k^{th}$ column of $G$ is:

$$G = (G' - \bar{G})E,$$

where $E$ is a diagonal matrix with the diagonal entry $E_{nn} = \frac{1}{\Delta \phi_k}$, $\bar{G} = (A\Psi, A\Psi, \ldots, A\Psi)$ and $G' = (g_1', g_2', \ldots, g_N')$ with

$$g_k' = A(m, \Psi + \Delta \Psi_k)\Psi.$$

In an implementation of the formation of the matrix $G$ one needs to perform matrix vector multiplications involving $N$ vectors. Thus, the entire matrix $G'$ can be stored within $N$ vectors of length $3N \times N_t$.

For the three-level time marching methods in the shallow water model (see the structure of the global matrix in equation (24)), the matrix $G$ in time has the following structure:

$$G = \begin{pmatrix}
    L^2 & Q^2 & L^3 & Q^3 & \cdots & L^N & Q^N \\
    N^2 & Q^2 & L^3 & Q^3 & \cdots & N^N & Q^N \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    N^{N-2} & Q^{N-1} & L^{N} & Q^{N} & \cdots & N^{N} & Q^{N} \\
\end{pmatrix},$$

$$N^n = \begin{pmatrix}
    0 & N^n_{12} & N^n_{13} \\
    0 & N^n_{22} & N^n_{23} \\
    0 & 0 & 0
\end{pmatrix}, \quad Q^n = \begin{pmatrix}
    0 & Q^n_{12} & Q^n_{13} \\
    0 & Q^n_{22} & Q^n_{23} \\
    0 & 0 & 0
\end{pmatrix}, \quad L^n = \begin{pmatrix}
    0 & 0 & 0 \\
    0 & 0 & 0 \\
    0 & I^n_{32} & 0
\end{pmatrix}.$$

where $L_{32}$ is a $N \times N$ matrix and $L_{32,k} = \int_V V_i \sum_{j=1}^N \frac{1}{2} (v_{j}^{n+1} + v_{j}^{n}) \frac{\partial v_{j}^{n}}{\partial x_i} d\Omega$ ($k = 1, \ldots, N$).
5.2. The implementation of the adjoint shallow water model

The efficiency of implementation of the discrete adjoint model can be realized because in time marching methods typically all of the adjoint solution operates in an upper triangular structure where each block is associated with a solution variable at a particular time step. This means that one can solve the adjoint equations by marching backwards in time. Thus, matrix vector multiplication, $G^T \Psi^*$, can be placed on the right hand side of the matrix solution for the adjoint in equation (38). In this case the matrix $G^T$ need not be formed and the matrix vector multiplication $G^T \Psi^*$ involving $G^T \Psi^*$ can be rendered highly efficient for the $k^{th}$ row using:

$$ (G^T \Psi^*)_k = g^T_k \Psi^* = \Psi^*(A(m, \Psi + \Delta \Psi_k)\Psi). $$

(45)

The perturbations associated with each node or variable $k$ say are grouped in terms of colours and in this way a number of these matrix vector multiplications in (45) can be calculated concurrently (for details, see [40] and appendix A), i.e. form the dot product of $\hat{g}_c^*$ with the part of $\Psi^*$ associated with node $k$ and form $(G^T \Psi^*)_k$ for each row $k$ and for colour $c$ in which $\hat{g}_c^* = \sum \psi \text{ colour } c \ g_k^*$. The graph colouring scheme used for the three co-located variables, $\psi$, $u$ and $v$ is shown in figure 1. The distance-two graph associated with the vertices and edges in figure 1 is coloured with 9 colours and thus there are 9 colours for each of the three variables and with coupling for the three time levels resulting a total of $9 \times 3 \times 3 = 81$ colours. This means that a maximum of $81 + 1$ matrix vector operations are required in order to form the matrix $G$. The matrix vector operations of $G^T \Psi^*$ is undertaken at each time level when running the adjoint model backwards in time.

The discrete adjoint model (39) at each time level, say, $t = n$ can be written as:

$$ (P^n T + L^{n-1} T) \Psi^{n+1} = \frac{\partial J}{\partial \Psi} - (H^{n+1} T + Q^{n+1} T)\Psi^{n+1} - (I^{n+2} T + N^{n+2} T)\Psi^{n+2}. $$

(46)

The matrices $L^n$, $Q^{n-1}$ and $N^{n-2}$ (a dimensional size of $3N \times 3N$ in (44) are related to the state solutions and their perturbations at time level $n$, $n - 1$ and $n - 2$ respectively. The matrix vector operations of $G^T \Psi^*$ at this time level is $L^n \Psi^n$, $Q^{n+1} \Psi^{n+1}$ and $N^{n+2} \Psi^{n+2}$ which can be calculated concurrently using the graph colouring scheme. These matrices consist of a 9 point stencil (the graph colouring scheme used for the three variables $\psi$, $u$ and $v$ is shown in figure 1). The terms $\frac{\partial \psi}{\partial m}$ and $\frac{\partial \Delta}{\partial m}$ in (37) can be formed using the same perturbation approach.

6. Determining the Perturbation Size

Suppose $f = f(\chi)$ is a scalar then the error in $\frac{\partial f(\chi)}{\partial \chi}$ using a perturbation approach can be estimated as:

$$ \left( \frac{\partial f(\chi)}{\partial \chi} \right)_E \approx \frac{\epsilon f(\chi)}{\Delta \chi}, $$

(47)
Figure 1: Distance-two graph colouring associated with 2D linear quadrilateral elements. Nine colours are used for each solution variable (the top horizontal panel: $u$, the middle horizontal panel: $v$ and bottom horizontal panel: $\phi$) at three time levels (the left vertical panel: $t = n - 2$, the middle vertical panel: $t = n - 1$ and the right vertical panel: $t = n$).
in which $e$ is the accuracy of the computation e.g. $e = 10^{-7}$ for single precision and $e = 10^{-15}$ for double precision, respectively. Combining the error in the computation with that associated with the perturbation size one obtains:

$$\left( \frac{\partial f(\chi)}{\partial \chi} \right)_E \approx \frac{e[f(\chi)]}{\Delta \chi} + \frac{1}{2} \frac{\partial^2 f(\chi)}{\partial \chi^2} |_{\Delta \chi},$$

(48)

or assuming second order terms are evaluated exactly using a third order Taylor series:

$$\left( \frac{\partial f(\chi)}{\partial \chi} \right)_E \approx \frac{e[f(\chi)]}{\Delta \chi} + \frac{1}{4} (\Delta \chi)^2 \frac{\partial^3 f(\chi)}{\partial \chi^3} |_{\Delta \chi},$$

(49)

in which say:

$$\frac{\partial^2 f(\chi)}{\partial \chi^2} \approx \frac{f(\chi + \Delta \chi) - 2f(\chi) + f(\chi - \Delta \chi)}{2(\Delta \chi)^2},$$

(50)

and:

$$\frac{\partial^3 f(\chi)}{\partial \chi^3} \approx \frac{f(\chi + 2\Delta \chi) - 3f(\chi + \Delta \chi) + 3f(\chi - \Delta \chi) - f(\chi - 2\Delta \chi)}{2(\Delta \chi)^3}.$$ 

(51)

Differentiating (48) w.r.t. the perturbation size $\Delta \chi$ and setting the result to zero (which happens at the minimum error) then the step size can be determined from (see [49]):

$$\Delta \chi \approx \sqrt[3]{\frac{e[f(\chi)]}{\left( \frac{\partial f(\chi)}{\partial \chi} \right)_0}},$$

(52)

and using equation (48) then to third order accuracy:

$$\Delta \chi \approx \left( \frac{e[f(\chi)]}{\left( \frac{\partial f(\chi)}{\partial \chi} \right)_0} \right)^{\frac{1}{3}}.$$  

(53)

If one uses the second order perturbation approach to calculate the error then the curvature is exactly represented and thus only the computational error exists and the Taylor series expansion behind the last term in equation (48) needs to be truncated at third order which results in a term $|\frac{\partial^3 f(\chi)}{\partial \chi^3}|$, see equation (53). However, this term implies much more demanding computational requirements.

A simple example of the error for the gradient of a scalar function of $\chi$ is shown in figure 2. Notice that as the theory predicts for a linear function of $\chi$ the error is proportional to the magnitude of $\chi$ as described by equation (47) and equation (48) for the quadratic functional, see figure 2 (right). A similar graph of the $L_2$ norm error in the gradient would also be observed when one varies the perturbation size while solving a control volume or finite element discretisation of Burgers equation, see [40].

6.1. A simple method to estimate perturbation size

If normalized with a suitable typical value of the gradient, $\left( \frac{\partial f(\chi)}{\partial \chi} \right)_0$ say, equation (47) can be used to form an estimate of the perturbation size. Thus suppose:

$$\frac{e[f(\chi)]}{\Delta \chi \left( \frac{\partial f(\chi)}{\partial \chi} \right)_0} = \alpha,$$

(54)
Figure 2: The error in the first order derivative against perturbation size using a first order accurate perturbation method and single precision arithmetic and \( \chi = 1 \). (a) the black line: \( f = 1 + \chi \), red: \( f = 1000 + \chi \), green: \( f = 10000 + \chi \). (b) \( f = 1 + \chi + \chi^2 \).

for some scalar \( \alpha \) representing the fraction of the normalized error in the gradient required e.g. \( \alpha = 10^{-4} \) for single precision and \( \alpha = 10^{-8} \) for double precision. Rearranging this equation, yields:

\[
\Delta \chi = \frac{e[f(\chi)]}{\alpha \left( \frac{d[f(\chi)]}{d\chi} \right)_0}
\]

(55)

When one is marching backwards in time in order to form the adjoint equations then one would use the next/future time level value of the gradient as \( \left( \frac{d[f(\chi)]}{d\chi} \right)_0 \).

6.2. Extension to matrices from discretised equations

The most rigorous extension to matrices \( A(\psi) \) with the matrix elements \( A(\psi)_{ij} \) is simply to apply (55) to each matrix element in turn for a perturbation to a scalar \( \psi_l \) of the vector \( \Psi \), that is:

\[
\Delta \psi_{ij} = \frac{e[A(\psi)_{ij}]}{\alpha \left( \frac{d[A(\psi)_{ij}]}{d\psi_l} \right)_0}
\]

(56)

However, one may lump the result to the variable \( \psi_l \) by considering just row \( l \) of the matrix \( A(\psi) \) and using the definition of the matrix \( G \) (equation (35)) then:

\[
\Delta \psi_l = \min \left\{ \Delta \psi_{\text{max}}, \frac{e \sum_j |A(\psi)_{ij}\psi_j|}{\max(\epsilon_{\Delta \psi}, \alpha \sum_j |G_{jl}|)} \right\}
\]

(57)

The analogous result to the scalar equation result (52) based on the traditional second order Taylor series approach is:

\[
\Delta \psi_l = \min \left\{ \Delta \psi_{\text{max}}, \sqrt{\frac{e \sum_j |A(\psi)_{ij}\psi_j|}{\max(\epsilon_{\Delta \psi}, \sum_j |\frac{d^2[A(\psi)_{ij}]}{d\psi_l^2}|)}} \right\}
\]

(58)

Here, \( \epsilon_{\Delta \psi} \) is a tolerance used to avoid a “division by zero” error, \( \epsilon_{\Delta \psi} = 10^{-10} \) and \( \Delta \psi_{\text{max}} \) is the maximum value of the perturbation size, \( \Delta \psi_{\text{max}} = 1 \) is used here. The
columns associated with all the free surface height variables (geopotential) in matrix $G$ are zero (see equation (35)) because the matrix $A$ is a linear function of these variables (see equation (13)). For the incompressible Navier Stokes equations one would also need to take into account the continuity equation which could be lumped with a row sum of the absolute values of the matrix for example. For robustness the values of the perturbation size $\Delta \psi_i$, should be limited by suitably chosen minimum, $\Delta \psi_{\text{min}}$ say. One may also combine the above taking the minimum of $\Delta \psi_i$ given by equations (57) and (58). If one assumes that the non-linearity in $A(\psi)$ is such that each of the powers (up to 3 say) has roughly equal coefficients then this value of $\alpha = 10^{-4}$ is a reasonable approximation. In fact this is often the case for finite element and control volume models (e.g. running near a Courant number $\mathcal{C} = \Delta t \sqrt{\left(\frac{\partial \psi}{\partial x}\right)^2 + \left(\frac{\partial \psi}{\partial y}\right)^2}$ of order unity and the model (given by a modified Petrov-Galerkin based viscosity in this case, see equations (17),(19)) being of similar magnitude to the momentum advection term for the Navier Stokes or SWE’s) although there can be important exceptions for the case of geostrophically balanced flow with relatively large values of $f$.

For time dependent problems, the perturbation size $\Delta \psi_i$ on the variable $\psi_i^n$ at time level $n$ is calculated by running the adjoint model backwards in time while the perturbation size $\Delta \psi_i^{n+1}$ obtained at time level $n+1$ is used to calculate $G_{ji}$ (see equation (35)):

$$G_{ji} = \sum_{k} \frac{\partial A_{jk}}{\partial \psi_i^n} \psi_k \approx \frac{\sum_{k} \left( A_{jk}(m, \psi_k^n + \Delta \psi_i^{n+1}) \psi_k - A_{jk}(m, \psi_i) \psi_k \right)}{\Delta \psi_i^{n+1}}.$$  

(59)

Here, $\Delta \psi_i^{n+1}$ will affect the entries of the sub-matrices $H^n, H^{n+1}, H^{n+2}, P^n, P^{n+1}, P^{n+2}$ in the global matrix $A$, respectively (see equation (24)).

7. Numerical Results

The ISP sensitivity method has been applied to the 2D shallow water flow model (described previously) in a limited-area domain, of horizontal dimensions 6000 km by 4400 km with the origin $(x, y) = (0, 0)$ located at the bottom left corner of the domain. The accuracy and speed of the ISP sensitivity method is compared against AD using TAMC in this section for the shallow water model. The applications also show the results of applying the non-uniform perturbation size as described in subsection 6.2. All simulations were performed on a Dell Latitude E4200 in 4G of RAM and with a dual core 1.5GHz processor. All calculations were performed in double precision.

7.1. Description of the test problem

The test problem used here adopts the initial conditions from the initial height field condition of Grammelvetd No.1 [39]:

$$h(x, y) = H_0 + H_1 \tanh \left( \frac{9(D/2 - y)}{2D} \right) + H_2 \left( \frac{1}{\cosh^2 \left( \frac{9(D/2 - y)}{D} \right)} \right) \sin \left( \frac{2\pi x}{L} \right),$$  

(60)

where this initial condition has energy in wave number one in the $x$-direction. The initial velocity fields were derived from the initial height field using the geostrophic
balance:
\[ u = -\left(\frac{g}{f}\right) \frac{\partial h}{\partial y}, \quad v = \left(\frac{g}{f}\right) \frac{\partial h}{\partial x}. \]  \hspace{1cm} (61)

The dimensional constants used here are:
\[ D = 4400 \text{km}, \quad L = 6000 \text{km}, \quad \tilde{f} = 10^{-4} \text{s}^{-1}, \quad \beta = 1.5 \times 10^{-11} \text{s}^{-1} \text{m}^{-1}, \]
\[ g = 10 \text{ms}^{-1}, \quad H_0 = 2000 \text{m}, \quad H_1 = 220 \text{m}, \quad H_2 = 133 \text{m}, \]
\[ D = 10 \text{s}, \quad 1.5 \times 10^{11} \text{s}^{-1} \text{m}, \quad 10 \text{ms}^{-1}, \quad 2000 \text{m}, \quad 220 \text{m}, \quad 133 \text{m}, \quad 900 \text{s}, \]
and the time step size is \( \Delta t = 900 \text{s} \), and four grid schemes (space increments) used here are shown in table 1.

<table>
<thead>
<tr>
<th>Grid schemes</th>
<th>node number</th>
<th>mesh size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid A</td>
<td>16 \times 12</td>
<td>400 km \times 400 km</td>
</tr>
<tr>
<td>Grid B</td>
<td>61 \times 23</td>
<td>100 km \times 200 km</td>
</tr>
<tr>
<td>Grid C</td>
<td>121 \times 23</td>
<td>50 km \times 200 km</td>
</tr>
<tr>
<td>Grid D</td>
<td>241 \times 23</td>
<td>25 km \times 200 km</td>
</tr>
</tbody>
</table>

7.2. Cost function
The aim of 4D-Var is to determine optimal control variables (e.g., initial conditions) by minimising the cost function measuring the lack of fit between model and observations. The cost function \( J \) is defined as the weighted squared difference between the initial conditions \( \Psi^0 = (\Phi^0, u^0, v^0) \) and the background state \( \Psi_b = (\Phi_b, u_b, v_b) \), and between the model solution \( \Psi^n \) and observations \( y^n_o \) distributed over the computational window of assimilation \([t_0, t_N]\) (following the notation proposed by Ide et al) [48]
\[ J(\Psi^0) = \frac{1}{2} (\Psi^0 - \Psi_b)^T B^{-1} (\Psi^0 - \Psi_b) + \frac{1}{2} \sum_{n=1}^{N} (H \Psi^n - y^n_o)^T R^{-1} (H \Psi^n - y^n_o), \]  \hspace{1cm} (63)
where \( B \) is the background error covariance matrix (containing information about the magnitude of the background errors and their their correlations), \( H \) is the observation operator, \( \Psi^0 \) is a vector containing the initial conditions (the control variables \( m_i \) in (30)), \( \Psi^n \) is a vector containing the solution of variables from the model at time level \( n \), and \( y^n_o \) is the observation at time level \( n \). \( R^{-1} = (R^{-1}_g, R^{-1}_u, R^{-1}_v) \) are weighting factors that are taken to be the inverse of the statistical root-mean-square observational errors on geopotential height and wind components respectively. In this experiment, the diagonal entries of \( R^{-1} \) are taken to be constant values: \( R^{-1}_g = 10^{-4} \) for geopotential height; and \( R^{-1}_u = R^{-1}_v = 10^{-2} \) for velocity components. Also \( R^{-1} \) is only non-zero at the nodes where there are observations. The data that is used in the data assimilation procedure is collected at time level \( t = 24 \text{hrs} \) only. This is the default observation scheme in time. However, some of the data assimilation example problems observe the ocean state at time levels \( t = 4, 9, 14, 19, 24 \text{hrs} \) (e.g. figures 3 and 6). There are two options for observations available over the space: i) at every 400 km, and ii) at every 2000 km (sparse data) in the x and y directions respectively.
7.3. Accuracy of the adjoint model derived using the ISP sensitivity analysis approach

The accuracy of the adjoint model derived using the ISP sensitivity analysis approach can be determined using a gradient diagnostic \[ w(a) = \frac{DJ}{D\Psi^0} \approx \frac{\left( J(\Psi^0 + a\delta\Psi^0) - J(\Psi^0) \right)}{(a\delta\Psi^0)\nabla J(\Psi^0)}. \]

which must be of order \(1 + O(a)\) in which \(\delta\Psi^0\) is an arbitrary unit vector (such as \(\delta\Psi^0 = \nabla J/||\nabla J||_2\)) (here, the control variables are the initial conditions \(\Psi^0 = (\Phi^0, u^0, v^0)\)). Figure 3 shows the variation of the function \(w\) with respect to \(a\). It can be seen that (as required) the function \(w(a)\) is close to unity when \(a\) varies between \(10^{-3}\) and \(10^{-12}\) which is evidence of the accuracy of the ISP sensitivity method as applied to the shallow water model.

7.4. Comparison of gradients obtained from the ISP sensitivity analysis and the AD package TAMC

7.4.1. Gradient results

The gradient results of the cost function with respect to the initial conditions \((\Phi^0, u^0, v^0)\) are calculated using both the ISP sensitivity analysis as well as the automatic differentiation package TAMC. The gradient results are given in figure 4 and compared with the direct gradient results. The direct gradient is determined by making a small perturbation \((10^{-10})\) in each of the controls (the initial conditions) and determining the change in the functional and this way calculating the gradient, that is \(\frac{\Delta J}{\Delta a}\). The initial condition for this gradient determination problem is the initial condition described by equation (60) with a 5% uniform random perturbation to the initial free surface height at each node. The error in the gradients is defined as the misfit between the adjoint gradient and direct gradient. It can be seen from the numerical results that both the
adjoint gradient results are very close to the direct gradient results. The error for gradients of the geopotential height (calculated by both the ISP sensitivity analysis and the AD package TAMC) is smaller than 0.06 m² s⁻². The error for gradients of the velocity components is smaller than 0.05 m/s when obtained by the ISP sensitivity analysis method, while 0.13 m/s by the automatic differentiation. The data is assimilated using observational data available only at $t = 24$ hrs in this problem.

7.4.2. 4D-Var data assimilation for optimising the initial conditions

The ISP sensitivity analysis derived model is now used to optimise the initial conditions ($\Phi^0, u^0, v^0$). The data assimilation experiments are designed using an identical twin technique. Pseudo-observations are obtained by running the forward model with a 5% random perturbation on the exact initial conditions, see equation (60). To assess the effect of the incomplete observational data on the optimised results, both the dense (available at every 400 km) and sparse (at every 2000 km in the x and y directions respectively) observational data are used. The error between the assimilated (optimised) initial conditions and the exact model variables (obtained from running the model forward in time from conditions (60) is calculated. Optimised results obtained using the ISP sensitivity analysis and those obtained by the automatic differentiation derived adjoint are compared here. The observation for the following three cases are taken at $t = 24$ hrs only. An initial guess of the initial conditions in the optimisation is taken: case 1–from the 'true' flow field (pseudo-observations) at $t = 1$ hrs; case 2–from a 'static' status, i.e. $(\Phi^0, u^0, v^0) = 0$; case 3–by applying a 5% uniform random perturbation on the exact initial conditions (which are used to produce the pseudo-observations). In this paper, the L-BFGS method [43] is used to minimize the cost functional measuring the misfit between the model solutions and pseudo-observations. It can be seen from figure 5 that the evaluation of the normalised cost function converges to the prescribed tolerance $10^{-10}$ for cases 1 and 2 and $10^{-7}$ for case 3 after 30 iterations. The increase in the frequency of assimilating the observational data speeds up the convergence of the normalised cost/gradient function (figure 6, where the observational data are assimilated at every five hours). The normalisation coefficient is the cost function at the start of the first L-BFGS iteration. The speed of convergence for both the ISP sensitivity analysis and automatic differentiation package TAMC is similar. The error in the optimised initial conditions is shown in table 2. The maximum error in geopotential height is $1.44 \times 10^{-6}$ (ISP) and $0.42 \times 10^{-6}$ (TAMC). For velocity components $u$ the maximum error is $1.6 \times 10^{-6}$ for ISP and $4.3 \times 10^{-6}$ for TAMC. For velocity components $v$ the maximum error is $2.4 \times 10^{-5}$ for ISP and $3.6 \times 10^{-5}$ for TAMC. Thus the ISP sensitivity analysis derived adjoint model achieves a similar level of accuracy as the automatic differentiation model. The optimised results obtained from both the dense and sparse data are close to the 'true' flow solutions (pseudo-observations) (see (c) and (d) in figure 7). The accuracy of solutions is further improved (see (b) in figure 7) when a high resolution mesh (Grid B, see table 1) is used.

7.4.3. Comparison of CPU time

For further comparison the CPU time for running the adjoint model at one time level using the ISP sensitivity analysis and automatic differentiation models is listed in Table 3 and plotted in figure 8. The CPU time required for running the ISP derived adjoint
Figure 4: The gradient of the cost function $J$ with respect to the initial conditions and gradient error in the Galerkin FE model during the simulation period [0, 24] hrs, where the initial guess is given by applying a 5% uniform random perturbation on the exact initial conditions. In figures (a) (c) and (e), the star marks represent the solutions using the ISP sensitivity analysis while the open cycle marks represent the solutions using the AD package TAMC. The cost functional $J$ is defined as the weighted squared difference between the model solution and observations (available at the time level $t = 24$ hrs and at every grid point, 400 km) and the control variables are the initial conditions ($\Phi^0, u^0, v^0$). Grid A (see table 1) is used.
Figure 5: The normalised cost function and the corresponding normalised gradient with respect to the initial conditions in the Galerkin FE shallow water model during optimisation iteration (the simulation period [0, 24] hrs) using the ISP sensitivity method. The initial guess controls are taken: Case 1–Solid line: from the true flow field (pseudo-observations) at $t = 1$ hrs; Case 2–dashed-dotted line: from a ‘static’ status, i.e. $(\Phi^0, u^0, v^0) = 0$; Case 3–dashed line: by applying a 5% uniform random perturbation on the exact initial conditions. Left: the normalised cost function; Right: the normalised gradient. The cost functional $J$ is defined as the weighted squared difference between the model solution and observations, at the time level $t = 24$ hrs (see equation (63)) and the control variables are the initial conditions $(\Phi^0, u^0, v^0)$. The normalised cost function: $J_i = J_1$, where $J_i$ is the cost function at iteration $i$, and $J_1$ is the cost function at the first iteration ($J_1 = 1.789 \times 10^3$ for case 1; $1.643 \times 10^4$ for case 2 and $2.481$ for case 3); The normalised gradient: $\| \frac{\partial J}{\partial \Phi^0} \|_2 / \| \frac{\partial J}{\partial \Phi^0} \|_2$, where, $\frac{\partial J}{\partial \Phi^0}$ is calculated using (40). Grid A (see table 1) is used.

Figure 6: The effect of the frequency of assimilating the observational data on the convergence of the optimisation. The observational data are assimilated at (a) every five hours (solid line); and only one time level $t = 24$ hrs (dashed line) during the simulation period [0, 24] hrs. Left: the normalised cost function; Right: the normalised gradient with respect to the initial conditions in the Galerkin FE shallow water model during optimisation iteration. The initial guess controls are taken by applying a 5% uniform random perturbation on the exact initial conditions. Grid A (see table 1) is used.
Figure 7: The Galerkin FE model: The comparison of optimised solutions of speed at \( t = 24 \text{ hrs} \) using the ISP sensitivity analysis approach (the simulation period is \([0, 24 \text{ hrs}]\)). (a) ‘True’ solution and Optimised solution using (b) the sparse and grid B; (c) the dense data and grid A; and (d) the sparse data and grid A. Sparse data is available at 9 locations: at every 2000 km along the x and y directions; while dense data is available at 180 locations: at every 400 km along the x and y directions. The details of the grid schemes are provided in table 1. The optimisation procedure starts from the initial guess controls which are taken from the true flow field at \( t = 1 \text{ hrs} \).
Table 2: The relative error in the optimised initial condition for the Galerkin FE model (the simulation period is [0, 24] hrs). The optimisation procedure starts from the initial guess controls which are taken from the true flow field at \( t = 1 \) hrs. The cost functional \( J \) is defined as the weighted squared difference between the model solution and observation data, and the data is observed every five hours started from \( t = 4 \) hrs inclusive. Grid A (see table 1) is used.

<table>
<thead>
<tr>
<th></th>
<th>Automatic differentiation</th>
<th>ISP sensitivity analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum error in the geopotential height</td>
<td>( 0.4236 \times 10^{-6} ) m</td>
<td>( 1.4353 \times 10^{-7} ) m</td>
</tr>
<tr>
<td>Maximum error in the velocity component ( u )</td>
<td>( 4.2960 \times 10^{-8} ) m/s</td>
<td>( 1.6303 \times 10^{-8} ) m/s</td>
</tr>
<tr>
<td>Maximum error in the velocity component ( v )</td>
<td>( 35.814 \times 10^{-8} ) m/s</td>
<td>( 24.421 \times 10^{-8} ) m/s</td>
</tr>
<tr>
<td>Mean error in the geopotential height</td>
<td>( 0.0395 \times 10^{-6} ) m</td>
<td>( 0.1613 \times 10^{-7} ) m</td>
</tr>
<tr>
<td>Mean error in the velocity component ( u )</td>
<td>( 0.1334 \times 10^{-8} ) m/s</td>
<td>( 0.1101 \times 10^{-8} ) m/s</td>
</tr>
<tr>
<td>Mean error in the velocity component ( v )</td>
<td>( 1.5265 \times 10^{-9} ) m/s</td>
<td>( 1.1868 \times 10^{-9} ) m/s</td>
</tr>
</tbody>
</table>

model is much less than that for running the automatic differentiation derived adjoint model especially for the large number of nodes required in the computational simulation. It is shown that the ISP derived adjoint model requires CPU time proportional to \( O(n) \) while CPU time proportional to \( O(n^2) \) is required for the automatic differentiation derived adjoint model (where \( n \) is the number of nodes used in the simulation). This is similar to results obtained by the pseudo-adjoint method of Bischof et al [26].

Table 3: Comparison of CPU required for running the adjoint model at one time level using the ISP sensitivity analysis and automatic differentiation (TAMC).

<table>
<thead>
<tr>
<th>Mesh (node number)</th>
<th>CPU</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Automatic differentiation)</td>
<td>(ISP sensitivity analysis)</td>
</tr>
<tr>
<td>61 x 23</td>
<td>5</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0.61</td>
</tr>
<tr>
<td>121 x 23</td>
<td>12</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>1.22</td>
</tr>
<tr>
<td>241 x 23</td>
<td>29</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>112</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>114</td>
<td>2.44</td>
</tr>
</tbody>
</table>

7.5. The non-linear Petrov-Galerkin FE model and variable perturbation size

Up to this point we have used a Galerkin FE discretisation (\( \gamma = 0 \) in equations (17),(19)) and thus since the discrete system of equations is quadratic the ISP sensitivity method produces exact (to computational round off error) adjoints and sensitivities independent of the perturbation size. In this subsection the consequences of performing simulations using the Petrov-Galerkin approach (\( \gamma = 1 \)) with increased non-linearity are investigated. This model is thought to be representative of sub-grid-scale models which often
Figure 8: The comparison of CPU for running the adjoint Galerkin FE model at one time level using the ISP sensitivity analysis and automatic differentiation (TAMC).

represent sub-grid-scale and unresolved physics (e.g. turbulence) with highly non-linear functions. This contributes to our efforts to demonstrating that the ISP sensitivity approach can be used in highly complex models by first applying it to an intermediate complexity model (the shallow water equations) with sophisticated sub-grid-scale modelling based on Petrov-Galerkin methods.

7.5.1. Data assimilation using the Petrov-Galerkin FE model
The ISP sensitivity analysis is applied with the the Petrov-Galerkin FE model to optimise the initial conditions \((\Phi^0, u^0, v^0)\). The optimised results obtained by assimilating the sparse data into the model are smoother (due to the dissipative properties of the Petrov-Galerkin method) and closer to the ‘true’ solution when compared with those obtained by the Galerkin FE model (figure 9). The optimised results at time level \(t = 24 \text{ hrs}\) are very close to the true solution (figure 10). The CPU time required for running the Petrov-Galerkin adjoint model is proportional to \(O(n)\), which is similar to that required for running Galerkin adjoint model.

7.5.2. Determining the perturbation size
With the extra non-linearity provided by the Petrov-Galerkin method the size of the perturbations now becomes important and so we compare the two approaches developed here to obtain these so that every solution variable now has its own perturbation size at every time level. The first approach is based on traditional Taylor series error analysis (52) and the second approach is relatively simple (55) and is based on the
Figure 9: The comparison of the optimised initial conditions (using the ISP sensitivity analysis approach) using between the Petrov-Galerkin FE model (left panel); and the Galerkin FE model (right panel). The simulation period is \([0, 24]\) hrs; and the sparse observational data is available at 9 locations (every 2000 km along the \(x\) and \(y\) directions). The optimisation procedure starts from the initial guess controls which are taken from the true flow field at \(t = 1\) hrs. Grid A (see table 1) is used.
Figure 10: **The Petrov-Galerkin FE model**: the optimised solution at $t = 24$ hrs using the ISP sensitivity analysis approach (the simulation period is [0, 24] hrs). Left panel: the optimised solution; right panel: the 'true' solution. The sparse data is assimilated at 9 locations: at every 2000 km along the x and y directions at time level $t = 24$ hrs. The optimisation procedure starts from the initial guess controls which are taken from the true flow field at $t = 1$ hrs. Grid B (see table 1) is used.
Figure 11: The Optimised perturbation size at $t = 24$ hrs (Sparse data at 9 locations: observed at every 2000 km along the x and y directions). Left panel: the first order approach; Right panel: the second order approach. Grid A (see table 1) is used.

(figures 12 and 11) observations that modeling and resolved physics terms in the equations have approximately equal orders of magnitude. Thus the two approaches should yield comparable perturbation size distributions at time levels $t = 0.05$ hrs (figure 12) and $t = 24$ hrs (figure 11). The simpler approach seems to have its largest perturbation sizes in the faster areas of the flow where as for the second order approach such a correlation is not so clear. This is due to the use of the second order term on the denominator of equation (58) and may be due to increases in errors in the formation of higher order derivatives - second order derivatives in this case.

The simpler approach is at its most accurate when the linear term in $\mathbf{A}$ is comparable in magnitude to the non-linear terms in $\mathbf{A}$ - the discretised system of equations at every time step. For small time step sizes this is clearly not the case as the mass matrices from the time discretisation have the dominant contribution. However, often one chooses time step sizes based on what one can get away with and in this case the linear and non-linear terms may have a similar size and their relative magnitudes may be determined approximately by the grid Courant number $C$. 

25
Figure 12: The Optimised perturbation size at $t = 0.05$ hrs (Sparse data at 9 locations: observed at every 2000 km along the x and y directions.). Left panel: the first order approach; Right panel: the second order approach. Grid A (see table 1) is used.
8. Further Discussion and Future Perspectives

The application of adjoints is often limited to flow problems where the linearized approximation is valid. One of the critical issues for adjoint based approaches is how to deal with highly non-linear discrete systems, see [51, 52]. We show how this can be done by applying the ISP sensitivity analysis to a Petrov-Galerkin method that introduces highly non-linear terms. We show that the ISP sensitivity approach can be used to help assimilate data using a highly non-linear model (see figure 10). This should be seen as a step towards applying the method to much more complex problems which typically parametrize (model) unresolved processes using highly non-linear terms e.g. Large Eddy Simulation methods for turbulence modelling.

For the ISP sensitivity approach, the gradient/sensitivity of the cost function $J$ is exact when the discrete forward model is quadratic. To test its accuracy in a highly non-linear model, the ISP sensitivity approach is applied here to a Petrov-Galerkin version of the same shallow water model. The optimal results obtained are promising (see figure 10).

For highly non-linear systems (such as produced by the Petrov-Galerkin approach used here), the perturbation size is one of the critical issues affecting the accuracy of sensitivity analysis. A simple formula is developed and shown to work well in practice for the Petrov-Galerkin FE model.

In view of the encouraging results obtained (note: these results are model dependent), we plan to test the ISP sensitivity analysis method on more complex models. Another direction of research for exploration is to test performance of the ISP sensitivity analysis approach vs the performance of other AD packages such as the readily available TAF and TAPENADE. The ISP sensitivity approach is suitable for use in parallel computing as it is based on coloring methods which can easily extract fine grain parallelism.

In addition, the next generation of atmospheric and oceanic models will be even more complex than current generation in for example oceans, atmospheric and multi-phase flows. Thus there is a pressing need to develop methods that can differentiate these models within reasonable CPU times. Often these models are so complex that current AD tools will simply fail or require extensive intervention to produce sensible run times. One of the key reasons for this complexity is the use of unstructured meshes and the associated indirect addressing and additional logic associated with these. Due to the magnitude of effort that goes into compilers AD methods may always lag behind and often unable to be used with the latest enhancements to modern computer languages like C++ and FORTRAN. The ISP sensitivity method as an alternative to AD tools provides a different approach to tackle this pressing problem. In fact it is relatively easy to substitute the formation of the key matrix $G$ in equations (41) with AD tools and have them operate at this assembly level. This allows the mechanisms developed here to be used but also in conjunction with AD methods and for the method to scale linearly with the problem size, see [26] for examples of this approach. The user intervention sometimes necessary with AD tools is redundant with the ISP sensitivity analysis as it is independent of the forward model. That is any new parameterization or assembly routines will be automatically differentiated. AD tools may also produce code that is much more complex (out of necessity) since the differential of the various terms in the discrete equations can be highly complex after differentiation. The ISP approach circumvents this additional overhead at the cost of introducing perturbations into the
In addition, there is a possibility of developing a modelling framework that can allow all models to be differentiated within that framework with the proviso that all models be written in such a way that matrix vector multiplication involving the forward model be easily performed. We hope also that in such modelling frameworks that may couple different physics (multi-physics) such as oceans coupled to an atmosphere and solids coupled to fluids can also be differentiated using the presently discussed approach. The intent of this work is to make adjoint based methods more accessible with the development of the ISP sensitivity approach in view of its following advantages:

- reduces the CPU time required to differentiate complex models;
- results in differentiated models that scale optimally with problem size (linearly);
- enables the model to automatically keep up with developments of the forward model;
- enables a modelling framework to be written that can allow all models to be differentiated within that framework;
- enables one to extract fine grain parallelism due to the use of coloring methods.

9. Conclusions

The development of the 4D-Var adjoint model for a finite element Galerkin shallow water model is presented here. Using the ISP sensitivity analysis approach, the adjoint model is easily implemented and maintained as the forward model is updated. Differentiation of the discrete forward model is realized by a graph colouring approach combined with a perturbation method to obtain consistent gradients involving discrete equations. The accuracy of the ISP sensitivity analysis derived adjoint model is validated and the resulting gradients found to have comparable accuracy to automatic differentiation applied through the automatic differentiation package TAMC. The ISP sensitivity analysis derived adjoint model is also applied to optimise the initial conditions of the 2D shallow water model. The rate of convergence, to a local minima, of both the ISP sensitivity analysis and automatic differentiation package TAMC are similar. The CPU time using the ISP sensitivity analysis approach scales linearly with problem size – although this may be achieved with automatic differentiation methods it may require considerable effort. For the test case in this paper, using the ISP sensitivity analysis approach, the CPU time for running the adjoint model is 20 times smaller, for the largest problem considered, than that required by the automatic differentiation approach. Moreover, it is shown that the CPU time required for the ISP derived adjoint model is a linear function of the number of nodes $N$ used in the simulation, $O(N)$, while $O(N^2)$ for the automatic differentiation derived adjoint model.

Testing of the ISP sensitivity approach has further been carried out with a highly non-linear Petrov-Galerkin version of the same shallow water model. The optimised initial
conditions are very close to the exact ones. The perturbation size is determined by the first/second order formulations and varies over space and time. As far as the ISP sensitivity analysis is concerned the intermediate complexity shallow water model contains all of the complexities associated with a complex flow model (e.g. atmospheric and ocean models): has a highly-non-linear sub-grid-scale model; multiple unknowns at each node requiring multi-dimensional colouring methods; non-uniform and time dependent optimised perturbation sizes. However, using the intermediate complexity model it is much easier to understand and examine the performance of the ISP sensitivity method.
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Appendix A: graph colouring methods

The graph colouring approach, as shown here, can be used to simplify the structure of the matrices (described above) and help accelerate the matrix equation assembly process. The matrices associated with the non-linear terms can be expressed by a set of submatrices. These submatrices are time-independent and can be easily differentiated to form adjoint systems of equations. The differentiation of discrete forward models here is realised using the ISP sensitivity analysis i.e., a perturbation method combined with a graph colouring approach. The perturbations associated with each variable at each node and time level are grouped in terms of colours and calculated concurrently (see the section below).

In graph theory, graph coloring is a special case of graph labeling; it is an assignment of labels traditionally called "colors" to elements of a graph subject to certain constraints. In its simplest form, it is a way of coloring the vertices of a graph such that no two adjacent vertices share the same color; this is called a vertex coloring.

Graph colouring methods are commonly used to model the dependency between different subtasks or data. Here we define the graph $G_r = (V_g, E_g)$, where the vertex set, $V_g$, are the nodes or cells of the finite element or control volume mesh (i.e. the rows of a discretisation matrix), and the edge set, $E_g$, is defined by the connectivity under a given stencil, see below. The chromatic number (the smallest number of colors needed to color the vertices of $G_r$ so that no two adjacent vertices share the same color), $\chi(G_r)$, is bounded by:

$$\omega(G_r) \leq \chi(G_r) \leq \Delta(G_r) + 1,$$

where $\omega(G_r)$ is the maximum degree of the graph and $\Delta(G_r)$ is the maximum degree of any vertex in the graph.
where $\omega(G)$ is the clique (a subset of its vertices such that every two vertices in the subset are connected by an edge) number and $\Delta(G)$ is the maximum vertex degree \[53\]. $\chi(G)$ is the minimum number of colours necessary to colour a graph. However, the number of colours obtained by a colouring algorithm $N_c$ might exceed this minimum.

An example of a quadratic non-linearity in advection terms can be written in a matrix $Q_q$ whose element assumes the form:

$$Q_{qij} = \int_\Omega N_i q \frac{\partial N_j}{\partial x} d\Omega, \quad (65)$$

where $q = \sum_{k=1}^{N} N_k q_k$ and $q = u^{n}, v^{n}, u^{n+1}$ in $K_1, K_2, K_3$ in equation (14), (17) and (19). When forming non-linear quadratic discretisations, it is important to look at the independent sets of basis functions $N_k$ used in $\int_\Omega N_i N_k \frac{\partial N_j}{\partial x} d\Omega$ for any nodes $i$ and $j$. That is for the $i^{th}$ row and $j^{th}$ column of the matrix associated with $\int_\Omega N_i N_k \frac{\partial N_j}{\partial x} d\Omega$ no two basis functions $N_k$ of the same colour contribute a non-zero value to this row and column.

For a node-wise $N_k$ (in figure 1) the graph associated with the non-zero’s of the matrix $Q_q$ can be coloured so as to achieve the required independent sets of basis functions $N_k$ used in $\int_\Omega N_i N_k \frac{\partial N_j}{\partial x} d\Omega$ which is also referred to as a distance-two colouring of the sparsity pattern of matrix $Q$ \[54\]. The matrix $Q_{qij}^c$ in (65) can be expressed in the colouring scheme:

$$Q_{qij}^c = \int_\Omega N_i b^c N_j d\Omega, \quad (66)$$

where,

$$b^c = \sum_{k=1}^{Q} Q_{k}b^c_k, \quad b^c_k = \left\{ \begin{array}{ll} 1 & \text{if node } k \text{ is of colour } c; \\ 0 & \text{at other nodes}. \end{array} \right. \quad (67)$$

The graph colouring approach outlined here for matrix $Q$ can be applied to efficiently differentiate the matrices $K_1^n, K_2^n$ and $K_3^n$ in equations (12), (15) and (16).

Figure 1 shows the distance-two graph colouring scheme used here for $u, v$ and $\phi$ at three time levels $t = n - 2, t = n - 1$ and $t = n$. The distance-two graph associated with the vertices and edges is coloured with 9 colours. This graph colouring scheme is applied to all the variables at each time level and thus there are 9 colours for each of the three variables (in figure 1: the top panel for $u$, the middle panel for $v$ and the bottom panel for $\phi$). Taking into account the three-level time marching methods used here, a total of $9 \times 3 \times 3 = 81$ colours is required in this study.
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