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#### Abstract

SUMMARY Proper orthogonal decomposition (POD) and singular value decomposition (SVD) methods are used to study a finite difference discretization scheme (FDS) for the tropical Pacific Ocean reduced gravity model. Ensembles of data are compiled from transient solutions computed from the discrete equation system derived by FDS for the tropical Pacific Ocean reduced gravity model. The optimal orthogonal bases are used to reconstruct the elements of the ensemble with POD and SVD. Combining the above approach with a Galerkin projection procedure yields a new optimizing FDS model of lower dimensions and high accuracy for the tropical Pacific Ocean reduced gravity model. An error estimate of the new reduced order optimizing FDS model is then derived. Numerical examples are presented illustrating that the error between the POD approximate solution and the full FDS solution is consistent with previously obtained theoretical results, thus validating the feasibility and efficiency of POD method. Copyright © 2007 John Wiley \& Sons, Ltd.
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## 1. INTRODUCTION

The finite difference scheme (FDS) is one of the important discretization approaches for numerical solution of a system of partial differential equations (PDEs), for example, those used for the tropical Pacific Ocean reduced gravity model. However, since the tropical Pacific Ocean reduced gravity model is used to compute the variability of fluid flow and fluid total layer thickness over total field near by tropical Pacific Ocean (see [1], or [2]), its high resolution FDS is characterized by a large number of degrees of freedom. Thus, an important problem is how to alleviate the computational load and save time-consuming calculations and resource demands in the computational process in a way that guarantees a sufficiently accurate numerical solution. Proper orthogonal decomposition (POD), also known as the Karhounen-Loève expansion in signal analysis and pattern recognition (see [3]), or principal component analysis in statistics (see [4]), or the method of empirical orthogonal functions in geophysical fluid dynamics (see [5,6]) or meteorology (see [7]), is a technique offering an adequate approximation for representing fluid flow with a reduced number of degrees of freedom, i.e., with a lower-dimensional model (see [8]) so as to alleviate the computational load and provide CPU and memory requirements savings. The POD method mainly provides a useful tool for efficiently approximating a large amount of data. The method provides an orthogonal basis for representing the given data in a certain least-squares optimal sense, that is, it provides a way to find optimal lower-dimensional approximations of the given data. In addition to being optimal in a least-squares sense, POD has the property that it uses a model decomposition that is completely data dependent and does not assume any prior knowledge of the process employed to generate the data. This property is advantageous in situations where $a$ priori knowledge of the underlying process is insufficient to warrant a particular choice of basis. Combined with the Galerkin projection procedure, POD provides a powerful method for generating lower-dimensional models of dynamical systems that have a very large or even infinite dimensional phase space. The fact that this method always searches for linear (or affine) subspaces instead of curved submanifolds renders it computationally tractable. In many cases, the behaviour of a dynamic system is governed by characteristics or related structures, even though the ensemble is formed by a large number of different temporal solutions.

Since the POD method can capture these temporal and spatial structures by applying a statistical analysis to the ensemble of data, it has found widespread applications in statistics. In fluid dynamics, Lumley first employed the POD technique to capture the large eddy coherent structures in a turbulent boundary layer (see [9]); this technique was further extended in [10], where a link between the turbulent structure and the dynamics of a chaotic system was investigated. In Lumley [9], the overall properties of POD were reviewed and extended to widen the applicability of the method. The method of snapshots was introduced by Sirovich [11], and is widely used in applications to reduce the order of the POD eigenvalue problem. Examples of these are applications to optimal flow control problems (see [12-14]) and turbulence (see [ $8,9,15,16]$ ). In [17], though the tropical Pacific Ocean reduced gravity model was dealt with by the POD method, an exact theoretical analysis was not carried out. In particular, to the best of our knowledge, there are no published results addressing accuracy of the approximate solution of FDS derived with the POD and SVD for the tropical Pacific Ocean reduced gravity model.

In this paper, the POD and SVD techniques are used to study the FDS solutions for the tropical Pacific Ocean reduced gravity model. Ensembles of data are compiled from transient solutions computed from the equation system derived using FDS for the tropical Pacific Ocean
reduced gravity model. Optimal orthogonal bases are used to reconstruct the elements of the ensemble with POD and SVD. Combining above results with a Galerkin projection procedure yields a new optimizing FDS model of lower-dimensional order and of high accuracy for the tropical Pacific Ocean reduced gravity model. We show using numerical examples that the error between the optimizing POD approximate solution and the full FDS solution is consistent with theoretical error results, thus validating both the feasibility and efficiency of the POD method. Our method is different from the approaches used in References [18] and [19], whose methods consist of Galerkin projection approaches where original variables are substituted for linear combination of POD bases and the error estimates therein are also derived. While the SVD approach combined with POD technology is used to treat the Burgers equation in [20] and the cavity flow problem in [21], the error estimates have not completely been derived, especially, an optimizing FDS has not been derived. Therefore, our method improves upon existing methods.

The paper is organized as follows. Section 2 is devoted to deriving the FDS based on staggered mesh for the tropical Pacific Ocean reduced gravity model and choosing the snapshots from transient solutions computed from the equation system derived by FDS. The optimal orthogonal bases are reconstructed from the elements of the snapshots with POD and SVD in Section 3. In Section 4, a new optimizing FDS model with lower-dimensional number and high accuracy for the tropical Pacific Ocean reduced gravity model is obtained by combining the optimal orthogonal bases with a Galerkin projection procedure, an error estimate of the new optimizing FDS model is derived, and numerical examples are presented illustrating that the error between optimizing POD approximate solution and the full FDS solution is consistent with previously obtained theoretical results, thus validating the feasibility and efficiency of POD method. Section 5 provides main conclusions and gives future tentative ideas. Finally, some of the error analysis are presented in Appendix A for the sake of the paper being selfcontained.

## 2. FDS FOR THE TROPICAL PACIFIC OCEAN REDUCED GRAVITY MODEL AND GENERATE SNAPSHOTS

The variability of fluid flow and fluid total layer thickness over tropical oceans is an important question in studies of climate change and air-sea interaction. However, the accurate assessment of fluid flow and fluid total layer thickness is greatly limited due to the lack of direct measurements and an insufficient knowledge of air-sea exchange processes. The tropical Pacific Ocean reduced gravity model is a useful model for simulating fluid flow and fluid total layer thickness over tropical Pacific Ocean and it has been extensively applied to studying the ocean dynamics in tropical regions (see, [22] and [23]). The model consists of two layers above the thermocline with the same constant density. The ocean below the thermocline, with a higher density, is assumed to be sufficiently deep so that its velocity vanishes (Figure 1). The upper of the two active layers is a fixed-depth surface layer in which the thermodynamics are included. The surface layer communicates with the lower active layer through entrainment/detrainment at their interface and through frictional horizontal shearing. We assume that there is no density difference across the base of the surface layer; that is, the surface layer is treated as part of the upper layer.


Figure 1. Ocean depth.

Following Seager et al. (see [24]), the equations for the depth-averaged currents are written as:

## Problem 1

Find $(u, v)$ and $h$ such that

$$
\begin{align*}
& \frac{\partial u}{\partial t}-f v=-g^{\prime} \frac{\partial h}{\partial x}+\frac{\tau^{x}}{\rho_{0} H}+A\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right), \quad(x, y, t) \in \Omega \times(0, T) \\
& \frac{\partial v}{\partial t}+f u=-g^{\prime} \frac{\partial h}{\partial y}+\frac{\tau^{y}}{\rho_{0} H}+A\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}\right), \quad(x, y, t) \in \Omega \times(0, T)  \tag{1}\\
& \frac{\partial h}{\partial t}+H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)=0, \quad(x, y, t) \in \Omega \times(0, T)
\end{align*}
$$

where $(u, v)$ is the horizontal velocity of the depth-averaged currents, $h$ the total layer thickness, $f$ the Coriolis force, $H$ the mean depth of the layer (constant), $\rho_{0}$ the density of water, $g^{\prime}$ reduced gravity, and $A$ the horizontal eddy viscosity coefficient, $\left(\tau^{x}, \tau^{y}\right)$ the wind stress which is calculated by the aerodynamic bulk formula

$$
\begin{equation*}
\left(\tau^{x}, \tau^{y}\right)=\rho_{a} C_{\mathrm{D}} \sqrt{U_{\mathrm{wind}}^{2}+V_{\mathrm{wind}}^{2}}\left(U_{\text {wind }}, V_{\mathrm{wind}}\right) \tag{2}
\end{equation*}
$$

here $\rho_{\alpha}$ is the density of the air; $C_{\mathrm{D}}$ the wind stress drag coefficient; ( $U_{\text {wind }}, V_{\text {wind }}$ ) the wind velocity vector. The seasonal net surface heat flux over tropical oceans has been only simulated with the Equations (1) to add to a thermodynamics equation by Yu and O'Brien (see, [25]). However, since the computational field over the tropical Pacific ocean is very extensive, and finite difference meshes are very dense and difficult to compute, fluid flow and fluid total layer thickness over tropical oceans are not simulated.

Let $\Delta x$ and $\Delta y$ be the spatial mesh size in $x$-direction and $y$-direction, respectively, and $\Delta t$ be the time step size, $u_{j+1 / 2, k}^{n}, v_{j, k+1 / 2}^{n}$, and $h_{j, k}^{n}$ denote function values of $u, v$, and $h$


Figure 2. Staggered mesh graphics.
at point $\left(x_{j+1 / 2}, y_{k}, t_{n}\right),\left(x_{j}, y_{k+1 / 2}, t_{n}\right)$, and $\left(x_{j}, y_{k}, t_{n}\right)(0 \leqslant j \leqslant J, 0 \leqslant k \leqslant K, 0 \leqslant n \leqslant N=T / \Delta t)$, respectively.

In the following, we apply a staggered mesh (see Figure 2) FDS for solving Problem (I).
(1) Discretizing the continuous equation $\frac{\partial h}{\partial t}+H\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)=0$ yields

$$
\begin{equation*}
h_{j, k}^{n+1}=h_{j, k}^{n}+H \Delta t\left(\frac{u_{j+1 / 2, k}-u_{j-1 / 2, k}}{\Delta x}+\frac{v_{j, k+1 / 2}-v_{j, k-1 / 2}}{\Delta y}\right)^{n+1} \tag{3}
\end{equation*}
$$

(2) Discretizing the momentum equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}-f v=-g^{\prime} \frac{\partial h}{\partial x}+\frac{\tau^{x}}{\rho_{0} H}+A\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right) \tag{4}
\end{equation*}
$$

in the $x$-direction at point $\left(x_{j+1 / 2}, y_{k}\right)$ yields

$$
\begin{equation*}
u_{j+1 / 2, k}^{n+1}=F_{j+1 / 2, k}^{n}-g^{\prime} \frac{\Delta t}{\Delta x}\left[h_{j+1, k}^{n}-h_{j, k}^{n}\right] \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
F_{j+1 / 2, k}^{n}= & u_{j+1 / 2, k}^{n}+\Delta t\left[f v+\frac{\tau^{x}}{\rho_{0} H}\right]_{j+1 / 2, k}^{n} \\
& +A \Delta t\left[\frac{u_{j+1 / 2, k-1}-2 u_{j+1 / 2, k}+u_{j+1 / 2, k+1}}{\Delta y^{2}}+\frac{u_{j-1 / 2, k}-2 u_{j+1 / 2, k}+u_{j+3 / 2, k}}{\Delta x^{2}}\right]^{n} \tag{6}
\end{align*}
$$

(3) Expanding the momentum equation

$$
\begin{equation*}
\frac{\partial v}{\partial t}+f u=-g^{\prime} \frac{\partial h}{\partial y}+\frac{\tau^{y}}{\rho_{0} H}+A\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}\right) \tag{7}
\end{equation*}
$$

in the $y$-direction at point $\left(x_{j}, y_{k+1 / 2}\right)$ yields

$$
\begin{equation*}
v_{j, k+1 / 2}^{n+1}=G_{j, k+1 / 2}^{n}-g^{\prime} \frac{\Delta t}{\Delta y}\left[h_{j, k+1}^{n}-h_{j, k}^{n}\right] \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
G_{j, k+1 / 2}^{n}= & v_{j, k}^{n}+\Delta t\left[\frac{\tau^{y}}{\rho_{0} H}-f u\right]_{j, k+1 / 2}^{n} \\
& +A \Delta t\left[\frac{v_{j-1, k+1 / 2}-2 v_{j, k+1 / 2}+u_{j+1, k+1 / 2}}{\Delta x^{2}}+\frac{v_{j, k-1 / 2}-2 v_{j, k+1 / 2}+v_{j, k+3 / 2}}{\Delta y^{2}}\right]^{n} \tag{9}
\end{align*}
$$

Inserting (5) and (8) into (3) could obtain

$$
\begin{equation*}
h_{j, k}^{n+1}=h_{j, k}^{n}+H \Delta t\left[\frac{h_{j-1, k}-2 h_{j, k}+h_{j+1, k}}{\Delta x^{2}}+\frac{h_{j, k-1}-2 h_{j, k}+h_{j, k+1}}{\Delta y^{2}}\right]^{n}+R \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
R=\frac{1}{\Delta x}\left[F_{j+1 / 2, k}-F_{j-1 / 2, k}\right]^{n}+\frac{1}{\Delta y}\left[G_{j, k+1 / 2}-G_{j, k-1 / 2}\right]^{n} \tag{11}
\end{equation*}
$$

Thus, if only the parameters $f, H, \rho_{0}, \rho_{a}, g^{\prime}, A, C_{\mathrm{D}}$, the wind velocity vector ( $\left.U_{\text {wind }}, V_{\text {wind }}\right)$, time step size, and spatial step size in $x$ - and $y$-directions are given, by solving (5), (8), and (10), one could obtain $u_{j+1 / 2, k}^{n}, v_{j, k+1 / 2}^{n}, h_{j, k}^{n}(0 \leqslant j \leqslant J, 0 \leqslant k \leqslant K, 1 \leqslant n \leqslant N)$.

Write $u_{i}^{n}=u_{j+1 / 2, k}^{n}, v_{i}^{n}=v_{j, k+1 / 2}^{n}$, and $h_{i}^{n}=h_{j, k}^{n}, i=k J+j+1, m=J K(1 \leqslant i \leqslant m, 0 \leqslant j \leqslant J-$ $1,0 \leqslant k \leqslant K-1,0 \leqslant n \leqslant N)$. The $L \times m$ group of values consisting of the ensemble $\left\{u_{i}^{l}, v_{i}^{l}, h_{i}^{l}\right\}_{l=1}^{L}$ $(1 \leqslant i \leqslant m)$ (usually $L \ll N$ ), known as 'snapshots' which is useful and of interest for us, are chosen from $N \times m$ group of $\left\{u_{i}^{n}, v_{i}^{n}, h_{i}^{n}\right\}_{n=1}^{N}(1 \leqslant i \leqslant m)$.

## Remark 1

When one computes actual problems, one may obtain the ensemble of snapshots from physical system trajectories by drawing samples from experiments and interpolation (or data assimilation). For example, for weather forecast, one can use previous weather results to construct the ensemble of snapshots, then restructure the optimal basis for the ensemble of snapshots by following with POD, and finally combine it with a Galerkin projection to derive a reduced order dynamical system. Thus, the forecast of future weather change can be quickly simulated, which is of major importance for actual real-life applications.

## 3. SINGULAR VALUE DECOMPOSITION AND POD OPTIMAL BASIS

The POD method has received much attention in recent years as a tool to analyse complex physical systems. In this section, we use POD technique to deal with the 'snapshots' obtained in Section 1 and to derive an 'optimal' representation in an 'average' sense.

The ensemble of snapshots $\left\{u_{i}^{l}, v_{i}^{l}, h_{i}^{l}\right\}_{l=1}^{L}(1 \leqslant i \leqslant m)$ can be expressed as three $m \times L$ matrices as follows:

$$
\left(\begin{array}{cccc}
u_{1}^{1} & u_{1}^{2} & \cdots & u_{1}^{L}  \tag{12}\\
u_{2}^{1} & u_{2}^{2} & \cdots & u_{2}^{L} \\
\vdots & \vdots & \vdots & \vdots \\
u_{m}^{1} & u_{m}^{2} & \cdots & u_{m}^{L}
\end{array}\right), \quad\left(\begin{array}{cccc}
v_{1}^{1} & v_{1}^{2} & \cdots & v_{1}^{L} \\
v_{2}^{1} & v_{2}^{2} & \cdots & v_{2}^{L} \\
\vdots & \vdots & \vdots & \vdots \\
v_{m}^{1} & v_{m}^{2} & \cdots & v_{m}^{L}
\end{array}\right), \quad\left(\begin{array}{cccc}
h_{1}^{1} & h_{1}^{2} & \cdots & h_{1}^{L} \\
h_{2}^{1} & h_{2}^{2} & \cdots & h_{2}^{L} \\
\vdots & \vdots & \vdots & \vdots \\
h_{m}^{1} & h_{m}^{2} & \cdots & h_{m}^{L}
\end{array}\right)
$$

If the means of columns of these matrices are denoted by

$$
\begin{equation*}
\bar{u}^{l}=\frac{1}{m} \sum_{i=1}^{m} u_{i}^{l}, \quad \bar{v}^{l}=\frac{1}{m} \sum_{i=1}^{m} v_{i}^{l}, \quad \bar{h}^{l}=\frac{1}{m} \sum_{i=1}^{m} h_{i}^{l} \tag{13}
\end{equation*}
$$

then we can form new ensembles by focusing on deviations from the mean value as follows:

$$
\begin{equation*}
\left\{\tilde{u}_{i}^{l}\right\}_{l=1}^{L}, \quad\left\{\tilde{v}_{i}^{l}\right\}_{l=1}^{L}, \quad\left\{\tilde{h}_{i}^{l}\right\}_{l=1}^{L}, \quad 1 \leqslant i \leqslant m \tag{14}
\end{equation*}
$$

where $\tilde{u}_{i}^{l}=u_{i}^{l}-\bar{u}^{l}, \tilde{v}_{i}^{l}=v_{i}^{l}-\bar{v}^{l}, \tilde{h}_{i}^{l}=h_{i}^{l}-\bar{h}^{l}(1 \leqslant i \leqslant m)$. Thus, we can reform new matrices as follows:

$$
A_{u}=\left(\begin{array}{cccc}
\tilde{u}_{1}^{1} & \tilde{u}_{1}^{2} & \cdots & \tilde{u}_{1}^{L}  \tag{15}\\
\tilde{u}_{2}^{1} & \tilde{u}_{2}^{2} & \cdots & \tilde{u}_{2}^{L} \\
\vdots & \vdots & \vdots & \vdots \\
\tilde{u}_{m}^{1} & \tilde{u}_{m}^{2} & \cdots & \tilde{u}_{m}^{L}
\end{array}\right), \quad A_{v}=\left(\begin{array}{cccc}
\tilde{v}_{1}^{1} & \tilde{v}_{1}^{2} & \cdots & \tilde{v}_{1}^{L} \\
\tilde{v}_{2}^{1} & \tilde{v}_{2}^{2} & \cdots & \tilde{v}_{2}^{L} \\
\vdots & \vdots & \vdots & \vdots \\
\tilde{v}_{m}^{1} & \tilde{v}_{m}^{2} & \cdots & \tilde{v}_{m}^{L}
\end{array}\right), \quad A_{h}=\left(\begin{array}{cccc}
\tilde{h}_{1}^{1} & \tilde{h}_{1}^{2} & \cdots & \tilde{h}_{1}^{L} \\
\tilde{h}_{2}^{1} & \tilde{h}_{2}^{2} & \ldots & \tilde{h}_{2}^{L} \\
\vdots & \vdots & \vdots & \vdots \\
\tilde{h}_{m}^{1} & \tilde{h}_{m}^{2} & \cdots & \tilde{h}_{m}^{L}
\end{array}\right)
$$

Define matrix norm $\|\cdot\|_{\alpha, \beta}$ as $\|A\|_{\alpha, \beta}=\sup _{\mathbf{x} \neq 0} \frac{\|A \mathbf{x}\|_{\alpha}}{\|\mathbf{x}\|_{\beta}}$ (where $\|\cdot\|_{\alpha}$ and $\|\cdot\|_{\beta}$ are the norm of vector), the set $\Lambda$ as the collection of all normalized bases for $R^{m}$, and $\left\{\boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}, \ldots, \boldsymbol{\phi}_{m}\right\} \subset \Lambda$ as an orthogonal basis for $R^{m}$. Then, finding 'optimal' representation for $A_{u}, A_{v}$, and $A_{h}$ is formulated as the following optimization problem.
Optimization Problem (II)
Find $\left\{\boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}, \ldots, \boldsymbol{\phi}_{m}\right\} \subset \Lambda$, i.e. $\Phi=\left(\boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}, \ldots, \boldsymbol{\phi}_{m}\right) \in R^{m \times m}$ such that it minimizes

$$
\begin{equation*}
J(\Phi)=\left\|A_{u}-\Phi \Phi^{\mathrm{T}} A_{u}\right\|_{2,2} \tag{16}
\end{equation*}
$$

Thus, each column in the matrix $\Phi^{\mathrm{T}} A_{u}$ is the set of coefficients used to expand the corresponding solutions in the new basis. And the POD basis is commonly defined by an orthonormal basis $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{L}\right\}$ solving (16) for any $L \in\{1,2, \ldots, m\}$.

In order to obtain an 'optimal' representation for $A_{u}$, we employ the singular value decomposition (SVD), which is an important tool for finding optimal basis of optimization problem,
to solve Optimization Problem (II). For matrix $A_{u} \in A^{m \times L}$ ( $A_{v}$ and $A_{h}$ are similar), there exists the SVD

$$
A_{u}=U_{u}\left(\begin{array}{ll}
S_{u} & 0  \tag{17}\\
0 & 0
\end{array}\right) V_{u}^{\mathrm{T}}
$$

where $U_{u} \in R^{m \times m}$ and $V_{u} \in R^{L \times L}$ are all orthogonal matrices and $S_{u}=\operatorname{diag}\left\{\sigma_{u 1}, \sigma_{u 2}, \ldots, \sigma_{u \ell}\right\} \in$ $R^{\ell \times \ell}$ is the diagonal matrix correspondent to $A_{u} . \sigma_{u i}(i=1,2, \ldots, \ell)$ are the positive singular values. And the matrices $U_{u}=\left(\boldsymbol{\phi}_{u 1}, \boldsymbol{\phi}_{u 2}, \ldots, \boldsymbol{\phi}_{u m}\right) \in R^{m \times m}$ and $V_{u}=\left(\boldsymbol{\varphi}_{u 1}, \boldsymbol{\varphi}_{u 2}, \ldots, \boldsymbol{\varphi}_{u L}\right) \in R^{L \times L}$ contain the orthogonal eigenvectors to $A_{u} A_{u}^{\mathrm{T}}$ and $A_{u}^{\mathrm{T}} A_{u}$, respectively. The columns of these eigenvector matrices are organized so as to correspond to the singular values $\sigma_{u i}$ comprised in $S_{u}$ in a non-increasing order. And the singular values of the decomposition are connected to the eigenvalues of the matrices $A_{u} A_{u}^{\mathrm{T}}$ and $A_{u}^{\mathrm{T}} A_{u}$ in a manner such that $\lambda_{u i}=\sigma_{u i}^{2}(i=1,2, \ldots, \ell)$. Since the number of mesh points is by far larger than that of transient moment points, i.e., $m \gg L$, that is also that the order $m$ for matrix $A_{u} A_{u}^{\mathrm{T}}$ is far larger than the order $L$ for matrix $A_{u}^{\mathrm{T}} A_{u}$, however, their null eigenvalues are identical, therefore, we may first solve the eigenequation corresponding to matrix $A_{u}^{\mathrm{T}} A_{u}$ to find the eigenvectors $\boldsymbol{\varphi}_{u j}(j=1,2, \ldots, L)$, and then by relationship

$$
\begin{equation*}
\boldsymbol{\phi}_{u j}=A_{u} \boldsymbol{\varphi}_{u j} / \sigma_{u j}, \quad j=1,2, \ldots, \ell \tag{18}
\end{equation*}
$$

we may obtain $\ell(\ell \leqslant L)$ eigenvectors corresponding to the non-null eigenvalues for matrix $A_{u} A_{u}^{\mathrm{T}}$, where formula (18) just follows from SVD.

Using the relationship properties of spectral radius and $\|\cdot\|_{2,2}$ for matrices, if $M_{u}<r=$ $\operatorname{rank} A_{u}(r \leqslant \ell \leqslant L)$, then we obtain the following equation:

$$
\begin{equation*}
\sigma_{u\left(M_{u}+1\right)}=\min _{\operatorname{rank}(B) \leqslant M_{u}}\left\|A_{u}-B\right\|_{2,2}=\left\|A_{u}-A_{M_{u}}\right\|_{2,2} \tag{19}
\end{equation*}
$$

where $A_{M_{u}}=\sum_{i=1}^{M_{u}} \sigma_{u i} \boldsymbol{\phi}_{u i} \boldsymbol{\varphi}_{u i}^{\mathrm{T}}, \boldsymbol{\phi}_{u i}\left(i=1,2, \ldots, M_{u}\right)$ and $\boldsymbol{\varphi}_{u j}\left(j=1,2, \ldots, M_{u}\right)$ are $M_{u}$ first column vectors of matrices $U_{u}$ and $V_{u}$, respectively.

By comparing the Optimization Problem (II) with Equation (19), it is obvious that the minimum distance between the matrix $A_{u}$ and $B$ (which is of rank $M_{u}$ ), or the optimal approximation of $A_{u}$ by $B$ is obtained by using the matrix $A_{M_{u}}$ defined in Equation (19), i.e., the $A_{M_{u}}$ should be the optimal representation of $A_{u}$ in the optimal base. Thus, the optimal base is found in the construction of $A_{M_{u}}$. By using the property of eigenvector, it is well known that $\Phi_{u}=U_{u}=\left(\phi_{u 1}, \phi_{u 2}, \ldots, \phi_{M_{u}}\right)\left(M_{u} \ll L\right)$ is a group of the optimal base for Optimization Problem (II).

Denote the $L$ column vectors of matrices $A_{u}$ by $\mathbf{a}_{u}^{l}=\left(\tilde{u}_{1}^{l}, \tilde{u}_{2}^{l}, \ldots, \tilde{u}_{m}^{l}\right)^{\mathrm{T}}(l=1,2, \ldots, L)$, and $\varepsilon_{l}(l=1,2, \ldots, L)$ by unit column vectors except that a vector component is 1 , while the other components are 0 . Then by the compatibility of the norm for matrices and vectors, we obtain

$$
\begin{equation*}
\left\|\mathbf{a}_{u}^{l}-P_{M_{u}}\left(\mathbf{a}_{u}^{l}\right)\right\|_{2}=\left\|\left(A_{u}-A_{M_{u}}\right) \varepsilon_{n}\right\|_{2} \leqslant\left\|A_{u}-A_{M_{u}}\right\|_{2,2}\left\|\varepsilon_{n}\right\|_{2}=\sqrt{\lambda_{u\left(M_{u}+1\right)}} \tag{20}
\end{equation*}
$$

where $P_{M_{u}}\left(\mathbf{a}_{u}^{l}\right)=\sum_{j=1}^{M_{u}}\left(\boldsymbol{\phi}_{u j}, \mathbf{a}_{u}^{j}\right) \boldsymbol{\phi}_{u j},\left(\boldsymbol{\phi}_{u j}, \mathbf{a}_{u}^{j}\right)$ is the canonical inner product for vector $\boldsymbol{\phi}_{u j}$ and vector $\mathbf{a}_{u}^{j}$. Inequality (20) shows that $P_{M_{u}}\left(\mathbf{a}_{u}^{l}\right)$ is the optimal approximation to $\mathbf{a}_{u}^{l}$, whose error is $\sqrt{\lambda_{u\left(M_{u}+1\right)}}$.

By the same approach as the above (20), if $\mathbf{a}_{v}^{l}=\left(\tilde{v}_{1}^{l}, \tilde{v}_{2}^{l}, \ldots, \tilde{v}_{m}^{l}\right)^{\mathrm{T}}$ and $\mathbf{a}_{h}^{l}=\left(\tilde{h}_{1}^{l}, \tilde{h}_{2}^{l}, \ldots, \tilde{h}_{m}^{l}\right)^{\mathrm{T}}$ $(l=1,2, \ldots, L)$ are $L$ column vectors of matrices $A_{v}$ and $A_{h}$, respectively, then $P_{M_{v}}\left(\mathbf{a}_{v}^{l}\right)=$ $\sum_{j=1}^{M_{v}}\left(\boldsymbol{\phi}_{v j}, \mathbf{a}_{v}^{j}\right) \boldsymbol{\phi}_{v j}$ and $P_{M_{h}}\left(\mathbf{a}_{h}^{l}\right)=\sum_{j=1}^{M_{h}}\left(\boldsymbol{\phi}_{h j}, \mathbf{a}_{h}^{j}\right) \boldsymbol{\phi}_{h j}$ are, respectively, the optimal approximations to $\mathbf{a}_{v}^{l}$ and $\mathbf{a}_{h}^{l}$, whose errors are, respectively, $\sqrt{\lambda_{v\left(M_{v}+1\right)}}$ and $\sqrt{\lambda_{h\left(M_{h}+1\right)}}$, i.e.,

$$
\begin{align*}
& \left\|\mathbf{a}_{v}^{l}-P_{M_{v}}\left(\mathbf{a}_{v}^{l}\right)\right\|_{2} \leqslant \sqrt{\lambda_{v\left(M_{v}+1\right)}}  \tag{21}\\
& \left\|\mathbf{a}_{h}^{l}-P_{M_{h}}\left(\mathbf{a}_{h}^{l}\right)\right\|_{2} \leqslant \sqrt{\lambda_{h\left(M_{h}+1\right)}} \tag{22}
\end{align*}
$$

where $\lambda_{v\left(M_{v}+1\right)}$ is $\left(M_{v}+1\right)$ th eigenvalue for $A_{v} A_{v}^{\mathrm{T}}$ and $\lambda_{h\left(M_{h}+1\right)}$ is $\left(M_{h}+1\right)$ th eigenvalue for $A_{h}^{\mathrm{T}} A_{h}$, and $\Phi_{v}=U_{v}=\left(\boldsymbol{\phi}_{v 1}, \boldsymbol{\phi}_{v 2}, \ldots, \boldsymbol{\phi}_{v M_{v}}\right)$ and $\Phi_{h}=U_{h}=\left(\boldsymbol{\phi}_{h 1}, \boldsymbol{\phi}_{h 2}, \ldots, \boldsymbol{\phi}_{h M_{h}}\right)$ are the optimal bases corresponding to $A_{v}$ and $A_{h}$, respectively.

## 4. OPTIMIZING NUMERICAL SOLUTION AND SIMULATION FOR THE TROPICAL PACIFIC OCEAN REDUCED GRAVITY MODEL

### 4.1. Optimizing numerical solution for the tropical Pacific Ocean reduced gravity model

In this section, we construct the optimizing solution for the tropical Pacific Ocean reduced gravity model using optimal bases $\Phi_{u}=\left(\phi_{u 1}, \phi_{u 2}, \ldots, \phi_{M_{u}}\right), \Phi_{v}=\left(\phi_{v 1}, \phi_{v 2}, \ldots, \phi_{M_{v}}\right)$, and $\Phi_{h}=\left(\phi_{h 1}, \phi_{h 2}, \ldots, \phi_{M_{h}}\right)\left(M_{u}, M_{v}, M_{h} \ll L\right)$, and it is shown by considering results obtained for the numerical simulation of tropical Pacific Ocean reduced gravity model that this validates the feasibility and efficiency of POD method.

Write

$$
\begin{align*}
& \mathbf{u}_{m}(t)=\left(u_{1}(t), u_{2}(t), \ldots, u_{m}(t)\right)^{\mathrm{T}} \\
& \mathbf{v}_{m}(t)=\left(v_{1}(t), v_{2}(t), \ldots, v_{m}(t)\right)^{\mathrm{T}}  \tag{23}\\
& \mathbf{h}_{m}(t)=\left(h_{1}(t), h_{2}(t), \ldots, h_{m}(t)\right)^{\mathrm{T}}
\end{align*}
$$

where $u_{i}=u_{j+1 / 2, k}, v_{i}=v_{j, k+1 / 2}$, and $h_{i}=h_{j, k} \quad(1 \leqslant i \leqslant m, \quad i=k J+j+1, m=J K, 0 \leqslant j$ $\leqslant J-1,0 \leqslant k \leqslant K-1,0 \leqslant n \leqslant N$ ). Thus, (5), (8), and (10) are written as the following vector formulation:

$$
\begin{equation*}
\left(\mathbf{u}_{m}^{n+1}, \mathbf{v}_{m}^{n+1}, \mathbf{h}_{m}^{n+1}\right)^{\mathrm{T}}=\left(\mathbf{u}_{m}^{n}, \mathbf{v}_{m}^{n}, \mathbf{h}_{m}^{n}\right)^{\mathrm{T}}+\Delta t \tilde{F}\left(\mathbf{u}_{m}^{n}, \mathbf{v}_{m}^{n}, \mathbf{h}_{m}^{n}\right) \tag{24}
\end{equation*}
$$

where $\tilde{F}\left(\mathbf{u}_{m}^{n}, \mathbf{v}_{m}^{n}, \mathbf{h}_{m}^{n}\right)=\left(\tilde{F}_{1}\left(\mathbf{u}_{m}^{n}, \mathbf{v}_{m}^{n}, \mathbf{h}_{m}^{n}\right), \tilde{F}_{2}\left(\mathbf{u}_{m}^{n}, \mathbf{v}_{m}^{n}, \mathbf{h}_{m}^{n}\right), \tilde{F}_{3}\left(\mathbf{u}_{m}^{n}, \mathbf{v}_{m}^{n}, \mathbf{h}_{m}^{n}\right)\right)^{\mathrm{T}}$ is the vector function following from (5), (6) and (8)-(11). Put

$$
\begin{equation*}
\left(\tilde{\mathbf{u}}_{m}^{n}, \tilde{\mathbf{v}}_{m}^{n}, \tilde{\mathbf{h}}_{m}^{n}\right)^{\mathrm{T}}=\left(\Phi_{u} \alpha_{M_{u}}^{n}, \Phi_{v} \boldsymbol{\beta}_{M_{v}}^{n}, \Phi_{h} \gamma_{M_{h}}^{n}\right)^{\mathrm{T}} \tag{25}
\end{equation*}
$$

where $\tilde{\mathbf{u}}_{m}^{n}=\left(\tilde{u}_{1}^{n}, \tilde{u}_{2}^{n}, \ldots, \tilde{u}_{m}^{n}\right)^{\mathrm{T}}, \tilde{\mathbf{v}}_{m}^{n}=\left(\tilde{v}_{1}^{n}, \tilde{v}_{2}^{n}, \ldots, \tilde{v}_{m}^{n}\right)^{\mathrm{T}}, \tilde{\mathbf{h}}_{m}^{n}=\left(\tilde{h}_{1}^{n}, \tilde{h}_{2}^{n}, \ldots, \tilde{h}_{m}^{n}\right)^{\mathrm{T}}, \tilde{u}_{i}^{n}=u_{i}^{n}-\bar{u}^{n}, \tilde{v}_{i}^{n}$ $=v_{i}^{n}-\bar{v}^{n}, \tilde{h}_{i}^{n}=h_{i}^{n}-\bar{h}^{n}(1 \leqslant i \leqslant m)$, and $\bar{u}^{n}, \bar{v}^{n}$, and $\bar{h}^{n}$ are given in (13).

Inserting (25) into (24), and noting that $\Phi_{u}, \Phi_{v}$, and $\Phi_{h}$ are orthogonal matrices, we may obtain the reduced model which has $M_{u}+M_{v}+M_{h}\left(M_{u}, M_{v}, M_{h} \ll L \ll m\right)$ unknown values:

$$
\begin{equation*}
\left(\alpha_{M_{u}}^{n+1}, \boldsymbol{\beta}_{M_{v}}^{n+1}, \gamma_{M_{h}}^{n+1}\right)^{\mathrm{T}}=\left(\alpha_{M_{u}}^{n}, \boldsymbol{\beta}_{M_{v}}^{n}, \gamma_{M_{h}}^{n}\right)^{\mathrm{T}}+\tilde{G}\left(\alpha_{M_{u}}^{n}, \boldsymbol{\beta}_{M_{v}}^{n}, \gamma_{M_{h}}^{n}\right), \quad n=0,1,2, \ldots \tag{26}
\end{equation*}
$$

where $\tilde{G}\left(\boldsymbol{\alpha}_{M_{u}}^{n}, \boldsymbol{\beta}_{M_{v}}^{n}, \gamma_{M_{h}}^{n}\right)=\Delta t\left(\Phi_{u}^{\mathrm{T}} \tilde{F}_{1}\left(\Phi_{u} \boldsymbol{\alpha}_{M_{u}}^{n}+\bar{u}^{n} I_{m}, \Phi_{v} \boldsymbol{\beta}_{M_{v}}^{n}+\bar{v}^{n} I_{m}, \Phi_{h} \boldsymbol{\gamma}_{M_{h}}^{n}+\bar{h}^{n} I_{m}\right)\right.$, $\Phi_{v}^{\mathrm{T}} \tilde{F}_{2}$ $\left(\Phi_{u} \boldsymbol{\alpha}_{M_{u}}^{n}+\bar{u}^{n} I_{m}, \Phi_{v} \boldsymbol{\beta}_{M_{v}}^{n}+\bar{v}^{n} I_{m}, \Phi_{h} \gamma_{M_{h}}^{n}+\bar{h}^{n} I_{m}\right), \Phi_{h}^{\mathrm{T}} \tilde{F}_{3}\left(\Phi_{u} \boldsymbol{\alpha}_{M_{u}}^{n}+\bar{u}^{n} I_{m}, \Phi_{v} \boldsymbol{\beta}_{M_{v}}^{n}+\bar{v}^{n} I_{m}, \Phi_{h} \gamma_{M_{h}}^{n}+\right.$ $\left.\left.\bar{h}^{n} I_{m}\right)\right)^{\mathrm{T}}+\left(\Phi_{u}^{\mathrm{T}}\left(\bar{u}^{n}-\bar{u}^{n+1}\right) I_{m}, \Phi_{v}^{\mathrm{T}}\left(\bar{v}^{n}-\bar{v}^{n+1}\right) I_{m}, \Phi_{h}^{\mathrm{T}}\left(\bar{h}^{n}-\bar{h}^{n+1}\right) I_{m}\right)^{\mathrm{T}}, I_{m}=(1)_{m \times 1}$, which initial values are $\boldsymbol{\alpha}_{M_{u}}^{0}=\Phi_{u}^{\mathrm{T}} \tilde{\mathbf{u}}_{m}^{0}, \boldsymbol{\beta}_{M_{v}}^{0}=\Phi_{v}^{\mathrm{T}} \tilde{\mathbf{v}}_{m}^{0}, \gamma_{M_{h}}^{0}=\Phi_{h}^{\mathrm{T}} \tilde{\mathbf{h}}_{m}^{0}$.

After one has obtained $\boldsymbol{\alpha}_{M_{u}}^{n}, \boldsymbol{\beta}_{M_{v}}^{n}$, and $\gamma_{M_{h}}^{n}$ from (26), one obtains the POD optimal solutions for Problem 1 by $u_{i}^{* n}=\tilde{u}_{i}^{n}+\bar{u}^{n}, v_{i}^{* n}=\tilde{v}_{i}^{n}+\bar{v}^{n}, h_{i}^{* n}=\tilde{h}_{i}^{n}+\bar{h}^{n}$ and (25), where $\bar{u}^{n}=\frac{1}{m} \sum_{i=1}^{m} u_{i}^{n}$, $\bar{v}^{n}=\frac{1}{m} \sum_{i=1}^{m} v_{i}^{n}, \bar{h}^{n}=\frac{1}{m} \sum_{i=1}^{m} h_{i}^{n}(1 \leqslant n \leqslant N)$. Thus, we get the optimal numerical solutions which are written as $\left(u_{j+1 / 2, k}^{* n}, v_{j, k+1 / 2}^{* n}, h_{j, k}^{* n}\right)(0 \leqslant j \leqslant J-1,0 \leqslant k \leqslant K-1,0 \leqslant n \leqslant N)$ for Problem 1, where $u_{j+1 / 2, k}^{* n}=u_{i}^{* n}, v_{j, k+1 / 2}^{* n}=v_{i}^{* n}, h_{j, k}^{* n}=h_{i}^{* n}(j=i-1-k J \geqslant 0,1 \leqslant i \leqslant m, 0 \leqslant k \leqslant K-1,0 \leqslant n \leqslant N)$.

## Remark 2

If $0 \leqslant n=l \leqslant L$, the solution vectors obtained by $P_{M_{u}}\left(\mathbf{a}_{u}^{l}\right)=\sum_{j=1}^{M_{u}}\left(\boldsymbol{\phi}_{u j}, \mathbf{a}_{u}^{j}\right) \boldsymbol{\phi}_{u j}, \quad P_{M_{v}}\left(\mathbf{a}_{v}^{l}\right)=$ $\sum_{j=1}^{M_{v}}\left(\boldsymbol{\phi}_{v j}, \mathbf{a}_{v}^{j}\right) \boldsymbol{\phi}_{v j}$, and $P_{M_{h}}\left(\mathbf{a}_{h}^{l}\right)=\sum_{j=1}^{M_{h}}\left(\boldsymbol{\phi}_{h j}, \mathbf{a}_{h}^{j}\right) \boldsymbol{\phi}_{h j}$ are the same as that the above optimal method (25) and (26). However, the above equations (25) and (26) can be used to compute the transient solutions backward the longest time (at this moment, one does not have to take deviations from the mean value, and can directly take $\bar{u}^{l}=\bar{v}^{l}=\bar{h}^{l}=0$ ), that is, one can use present data to forecast model future evolution. Therefore, POD-FDS is a method with extensive applications. Especially, (26) has only ( $M_{u}+M_{v}+M_{h}$ ) $\times n$ unknown values, but (5), (8), and (10) have $3 m \times n$ ( $n=1,2,3, \ldots$ ) unknown values (usually $M_{u}, M_{v}, M_{h} \ll L \ll m$ ).

## Remark 3

By (20)-(22), we have

$$
\begin{align*}
& \left|u_{j+1 / 2, k}^{l}-u_{j+1 / 2, k}^{* l}\right| \leqslant\left\|\mathbf{a}_{u}-P_{M_{u}}\left(\mathbf{a}_{u}^{l}\right)\right\|_{2}=\sqrt{\lambda_{u\left(M_{u}+1\right)}} \\
& \left|v_{j, k+1 / 2}^{l}-v_{j, k+1 / 2}^{* l}\right| \leqslant\left\|\mathbf{a}_{v}-P_{M_{v}}\left(\mathbf{a}_{v}^{l}\right)\right\|_{2}=\sqrt{\lambda_{v\left(M_{v}+1\right)}}  \tag{27}\\
& \left|h_{j, k}^{l}-h_{j, k}^{* l}\right| \leqslant\left\|\mathbf{a}_{h}-P_{M_{h}}\left(\mathbf{a}_{h}^{l}\right)\right\|_{2}=\sqrt{\lambda_{h\left(M_{h}+1\right)}}, \quad 1 \leqslant l \leqslant L
\end{align*}
$$

where $|\cdot|$ is the absolute value of real number. Since the error of numerical solutions $\left(u_{j+1 / 2, k}^{n}\right.$, $\left.v_{j, k+1 / 2}^{n}, h_{j, k}^{n}\right)(1 \leqslant n \leqslant N, 1 \leqslant j \leqslant J, 1 \leqslant k \leqslant K)$ for Problem (I) obtained by (5), (8), and (10) (see [1] or [2], or see Appendix A) is

$$
\begin{align*}
\left|E_{n}\left(u_{j+1 / 2, k}^{n}, v_{j, k+1 / 2}^{n}, h_{j, k}^{n}\right)\right|= & \mid\left(u\left(x_{j+1 / 2}, y_{k}, t_{n}\right), v\left(x_{j}, y_{k+1 / 2}, t_{n}\right), h\left(x_{j}, y_{k}, t_{n}\right)\right) \\
& -\left(u_{j+1 / 2, k}^{n}, v_{j, k+1 / 2}^{n}, h_{j, k}^{n}\right) \mid=O\left(\Delta t, \Delta x^{2}, \Delta y^{2}\right) \tag{28}
\end{align*}
$$

if the solution $(u(x, y, t), v(x, y, t), h(x, y, t))$ for Problem (I) has more regularity, the error of optimal numerical solutions obtained from (24)-(26) is, by (20)-(22) and (28),

$$
\begin{align*}
\left|E\left(u_{j+1 / 2, k}^{* l}, v_{j, k+1 / 2}^{* l}, h_{j, k}^{* l}\right)\right|= & \mid\left(u\left(x_{j+1 / 2}, y_{k}, t_{l}\right), v\left(x_{j}, y_{k+1 / 2}, t_{l}\right), h\left(x_{j}, y_{k}, t_{l}\right)\right) \\
& -\left(u_{j+1 / 2, k}^{* l}, v_{j, k+1 / 2}^{* l}, h_{j, k}^{* l}\right) \mid \\
\leqslant & \mid\left(u\left(x_{j+1 / 2}, y_{k}, t_{l}\right), v\left(x_{j}, y_{k+1 / 2}, t_{l}\right), h\left(x_{j}, y_{k}, t_{l}\right)\right) \\
& -\left(u_{j+1 / 2, k}^{l}, v_{j, k+1 / 2}^{l}, h_{j, k}^{l}\right) \mid \\
& +\left|\left(u_{j+1 / 2, k}^{l}, v_{j, k+1 / 2}^{l}, h_{j, k}^{l}\right)-\left(u_{j+1 / 2, k}^{* l}, v_{j, k+1 / 2}^{* l}, h_{j, k}^{* l}\right)\right| \\
= & O\left(\Delta t, \Delta x^{2}, \Delta y^{2}, \sqrt{\lambda_{u\left(M_{u}+1\right)}}, \sqrt{\lambda_{v\left(M_{v}+1\right)}}, \sqrt{\lambda_{h\left(M_{h}+1\right)}}\right) \tag{29}
\end{align*}
$$

where $l=1,2, \ldots, L$.

### 4.2. Numerical simulation for the tropical Pacific Ocean reduced gravity model

In this study, we applied the model to the tropic Pacific Ocean domain $\left(29^{\circ} \mathrm{S}-29^{\circ} \mathrm{N}, 120^{\circ} \mathrm{E}-\right.$ $\left.70^{\circ} \mathrm{W}\right)$, using parameters values of $f=2(7.29 E-5) \sin (x, y), H=150 \mathrm{~m}, \rho_{0}=1.2 \mathrm{~kg} \mathrm{~m}^{-3}$, $\rho_{a}=1025 \mathrm{~kg} \mathrm{~m}^{-3}, g^{\prime}=3.7 \times 10^{-2}, A=750 \mathrm{~m}^{2} \mathrm{sec}^{-1}$, and $C_{\mathrm{D}}=1.5 \times 10^{-3}$ for Problem (I). This chosen model domain allows all possible equatorially trapped waves to be excited by the applied wind forcing (see [25]). We choose the spatial mesh size for the dynamical model to be $\Delta x=\Delta y=0.5^{\circ}$ and the time mesh size to be $\Delta t=100 \mathrm{~s}$. The model is driven by the Florida State University (FSU) climatology monthly mean winds (cf. [26]), and the data are projected onto each time step by a linear interpolation and onto each grid point by a bilinear interpolation, for instance, in January (see Figure 3(a)) and in July (see Figure 3(b)).

We choose 20 or 30 values (i.e., snapshots) from the solutions solving (5), (8), and (10) for 1 year. It is shown by computing that eigenvalues $\lambda_{u 8}, \lambda_{v 8}$, and $\lambda_{h 8}$ are satisfying $\max \left\{\sqrt{\lambda_{u 8}}, \sqrt{\lambda_{v 8}}, \sqrt{\lambda_{h 8}}\right\} \leqslant$ $10^{-3}$. We obtain POD-FDS solution for fluid total layer thickness $h$ depicted graphically in Figures 4(a) and (b), respectively, where the red curves represent numerical solution for 20


Figure 3. Wind velocity vector for: (a) January and (b) July.


Figure 4. Fluid total layer thickness for full bases (black curve), 7 optimal bases for 20 POD bases (red curve), and 7 optimal bases for 30 POD bases for month of: (a) January and (b) July.


Figure 5. Fluid velocity in longitude direction for full bases and 20 POD bases: (a) full bases solution on January; (b) full bases solution on July; (c) POD solution on January; and (d) POD solution on January.
snapshots using 7 optimal bases to solve (24)-(26), the green curves represent numerical solution for 30 snapshots used 7 optimal bases to solve (24)-(26), and the black curves represent the solutions solving equation (5), (8), and (10) on January and on July.

We also obtain POD-FDS solution for fluid velocity on longitude direction $u$ depicted graphically in Figures 5(c) and (d), respectively, for 20 snapshots using 7 optimal bases to solve (24)-(26), and Figures 5(a) and (b) are, respectively, the solutions solving Equations (5), (8), and (10) for January and for July.


Figure 6. Fluid velocity in latitude direction for full bases and 20 POD bases: (a) full bases solution on January; (b) full bases solution on July; (c) POD solution on January; and (d) POD solution on July.

The POD-FDS solution for fluid velocity in the latitude direction $u$ for 20 snapshots used 7 optimal bases to solve (24)-(26) for January and for July are depicted graphically in Figures 6(c) and (d), respectively, and the solutions solving Equations (5), (8), and (10) are depicted graphically in Figures 6(a) and (b), respectively.

Figure 7 shows the errors between numerical solutions obtained with a different number of optimal bases and solutions obtained with (5), (8), and (10), where the red curve represents the error of fluid total layer thickness, the blue curve represents the error of fluid velocity in the longitude direction, and the green curve represents the error of fluid velocity in the latitude direction in Figure 7. It is shown by comparing results for full and POD reduced model that the computational load for velocity vector and fluid total layer thickness with POD-FDS is sizably reduced, and the error between them does not exceed $2 \times 10^{-3}$. And the results of the error for the actual example are consistent with theoretical results obtained by computing with Equation (29). This also shows that finding the approximate solutions for the tropical Pacific Ocean reduced gravity model with POD-FDS is computationally very effective.

## Remark 4

Equations (24)-(26) to solve the tropical Pacific Ocean reduced gravity model only contain $21 n$ unknown values since $M_{u}=M_{v}=M_{h}=7$, in addition, order 20 eigenproblems which are easily solved using the Matlab software package, however, Equations (5), (8), and (10) contain $3 \times 121 \times 321 n$ unknown values since the computing domain is $29^{\circ} \mathrm{S}-29^{\circ} \mathrm{N}$ and $120^{\circ} \mathrm{E}-70^{\circ} \mathrm{W}$, and the spatial mesh size for the dynamical model is chosen as $\Delta x=\Delta y=0.5^{\circ}$. Therefore, our optimizing reduced order FDS does alleviate the computational load and saves time-consuming


Figure 7. Error of numerical solutions of different optimal bases for 20 and 30 snapshots.
calculations and resource demands in the actual computational process, in a way that guarantees a sufficiently accurate numerical solution as shown by the error analysis provided. The results of the error for the actual example are consistent with theoretical results obtained by computing with Equation (29). This also shows that finding the approximate solutions for the tropical Pacific Ocean reduced gravity model with POD-FDS is computationally very effective.

## 5. CONCLUSIONS

In this paper, we have employed the POD and SVD techniques to study the FDS solutions for the tropical Pacific Ocean reduced gravity model and to reconstruct optimal orthogonal bases of ensembles of data which are compiled from transient solutions derived by using FDS the equation system. We have also combined the optimal orthogonal bases with a Galerkin projection procedure, thus yielding a new optimizing FDS model of lower-dimensional order and of high accuracy for the tropical Pacific Ocean reduced gravity model. We have then proceeded to derive error estimates between our optimizing FDS approximate solutions and the usual full order FDS numerical solutions, and have shown using numerical examples that the error between the optimizing POD approximate solution and the full FDS solution is consistent with the theoretical error results, thus validating both feasibility and efficiency of our optimizing FDS. Future work in this area will aim to extend the optimizing FDS, implementing it to a realistic sea forecast system and to a more complicated PDEs, for instance, the non-linear shallow water equation system consisting of water dynamics equations, silt transport equation and the equation of bottom topography change. We have shown both by theoretical analysis as well as by numerical examples that the optimizing FDS presented herein has extensive perspective applications.

## APPENDIX A

The proof of (28)
First, by expanding all terms of (3) at point $\left(x_{j}, y_{k}, t_{n+1}\right)$ and using Taylor expansion yields

$$
\begin{equation*}
h_{j, k}^{n}=h_{j, k}^{n+1}-\Delta t\left(\frac{\partial h}{\partial t}\right)_{j, k}^{n+1}+\frac{(\Delta t)^{2}}{2!}\left(\frac{\partial^{2} h}{\partial t^{2}}\right)_{j, k}^{n+1}-\frac{(\Delta t)^{3}}{3!}\left(\frac{\partial^{3} h}{\partial t^{3}}\right)_{j, k}^{n+1}+\cdots+ \tag{A1}
\end{equation*}
$$

$$
\begin{align*}
u_{j+1 / 2, k}^{n+1}-u_{j-1 / 2, k}^{n+1}= & u_{j+1 / 2, k}^{n+1}-u_{j, k}^{n+1}+u_{j, k}^{n+1}-u_{j-1 / 2, k}^{n+1} \\
= & \frac{\Delta x}{2}\left(\frac{\partial u}{\partial x}\right)_{j, k}^{n+1}+\frac{1}{2!}\left(\frac{\Delta x}{2}\right)^{2}\left(\frac{\partial^{2} u}{\partial x^{2}}\right)_{j, k}^{n+1}+\frac{1}{3!}\left(\frac{\Delta x}{2}\right)^{3}\left(\frac{\partial^{3} u}{\partial x^{3}}\right)_{j, k}^{n+1} \\
& +\cdots+\frac{\Delta x}{2}\left(\frac{\partial u}{\partial x}\right)_{j, k}^{n+1}-\frac{1}{2!}\left(\frac{\Delta x}{2}\right)^{2}\left(\frac{\partial^{2} u}{\partial x^{2}}\right)_{j, k}^{n+1}+\frac{1}{3!}\left(\frac{\Delta x}{2}\right)^{3}\left(\frac{\partial^{3} u}{\partial x^{3}}\right)_{j, k}^{n+1} \\
& -\cdots-=\Delta x\left(\frac{\partial u}{\partial x}\right)_{j, k}^{n+1}+\frac{(\Delta x)^{3}}{24}\left(\frac{\partial^{3} u}{\partial x^{3}}\right)_{j, k}^{n+1}+\cdots+  \tag{A2}\\
v_{j, k+1 / 2}^{n+1}-v_{j, k-1 / 2}^{n+1}= & v_{j, k+1 / 2}-v_{j, k}^{n+1}+v_{j, k}^{n+1}-v_{j, k-1 / 2}^{n+1} \\
= & \frac{\Delta y}{2}\left(\frac{\partial v}{\partial y}\right)_{j, k}^{n+1}+\frac{1}{2!}\left(\frac{\Delta y}{2}\right)^{2}\left(\frac{\partial^{2} v}{\partial y^{2}}\right)_{j, k}^{n+1}+\frac{1}{3!}\left(\frac{\Delta y}{2}\right)^{3}\left(\frac{\partial^{3} v}{\partial y^{3}}\right)_{j, k}^{n+1} \\
& +\cdots+\frac{\Delta y}{2}\left(\frac{\partial v}{\partial y}\right)_{j, k}^{n+1}-\frac{1}{2!}\left(\frac{\Delta y}{2}\right)^{2}\left(\frac{\partial^{2} v}{\partial y^{2}}\right)_{j, k}^{n+1}+\frac{1}{3!}\left(\frac{\Delta y}{2}\right)^{3}\left(\frac{\partial^{3} v}{\partial y^{3}}\right)_{j, k}^{n+1} \\
& -\cdots-=\Delta y\left(\frac{\partial v}{\partial y}\right)_{j, k}^{n+1}+\frac{(\Delta y)^{3}}{24}\left(\frac{\partial^{3} v}{\partial y^{3}}\right)_{j, k}^{n+1}+\cdots+ \tag{A3}
\end{align*}
$$

Inserting (A1)-(A3) into (3) yields

$$
\begin{align*}
& \left(\frac{\partial h}{\partial t}\right)_{j, k}^{n+1}+H\left[\left(\frac{\partial u}{\partial x}\right)_{j, k}^{n+1}+\left(\frac{\partial v}{\partial y}\right)_{j, k}^{n+1}\right] \\
& \quad=\frac{\Delta t}{2!}\left(\frac{\partial^{2} h}{\partial t^{2}}\right)_{j, k}^{n+1}-\frac{(\Delta x)^{2}}{24}\left(\frac{\partial^{3} u}{\partial x^{3}}\right)_{j, k}^{n+1}-\frac{(\Delta y)^{2}}{24}\left(\frac{\partial^{3} v}{\partial y^{3}}\right)_{j, k}^{n+1}+\cdots+ \tag{A4}
\end{align*}
$$

Therefore, the truncation error that (3) approximates to $\frac{\partial h}{\partial t}+H\left(\frac{\partial^{2} h}{\partial t^{2}}+\frac{\partial^{3} v}{\partial y^{3}}\right)=0$ is

$$
\begin{equation*}
\mathrm{TE}_{1}=O\left(\Delta t,(\Delta x)^{2},(\Delta y)^{2}\right) \tag{A5}
\end{equation*}
$$

Second, by expanding all terms of (5) at point ( $x_{j+1 / 2}, y_{k}, t_{n}$ ) using Taylor expansion yields

$$
\begin{align*}
& u_{j+1 / 2, k}^{n+1}=u_{j+1 / 2, k}^{n}+\Delta t\left(\frac{\partial u}{\partial t}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta t)^{2}}{2!}\left(\frac{\partial^{2} u}{\partial t^{2}}\right)_{j+1 / 2, k}^{n} \\
& +\frac{(\Delta t)^{3}}{3!}\left(\frac{\partial^{3} u}{\partial t^{3}}\right)_{j+1 / 2, k}^{n}+\cdots+  \tag{A6}\\
& h_{j+1, k}^{n}-h_{j, k}^{n}=h_{j+1, k}^{n}-h_{j+1 / 2, k}^{n}+h_{j+1 / 2, k}^{n}-h_{j, k}^{n} \\
& =\left(\frac{\Delta x}{2}\right)\left(\frac{\partial h}{\partial x}\right)_{j+1 / 2, k}^{n}+\frac{1}{2!}\left(\frac{\Delta x}{2}\right)^{2}\left(\frac{\partial^{2} h}{\partial x^{2}}\right)_{j+1 / 2, k}^{n}+\frac{1}{3!}\left(\frac{\Delta x}{2}\right)^{3}\left(\frac{\partial^{3} h}{\partial x^{3}}\right)_{j+1 / 2, k}^{n} \\
& +\cdots+\left(\frac{\Delta x}{2}\right)\left(\frac{\partial h}{\partial x}\right)_{j+1 / 2, k}^{n}-\frac{1}{2!}\left(\frac{\Delta x}{2}\right)^{2}\left(\frac{\partial^{2} h}{\partial x^{2}}\right)_{j+1 / 2, k}^{n} \\
& +\frac{1}{3!}\left(\frac{\Delta x}{2}\right)^{3}\left(\frac{\partial^{3} h}{\partial x^{3}}\right)_{j+1 / 2, k}^{n}+\cdots+=\Delta x\left(\frac{\partial h}{\partial x}\right)_{j+1 / 2, k}^{n} \\
& +\frac{(\Delta x)^{3}}{24}\left(\frac{\partial^{3} h}{\partial x^{3}}\right)_{j+1 / 2, k}^{n}+\cdots+  \tag{A7}\\
& u_{j+1 / 2, k-1}-2 u_{j+1 / 2, k}+u_{j+1 / 2, k+1} \\
& =\left[u_{j+1 / 2, k-1}-u_{j+1 / 2, k}\right]+\left[u_{j+1 / 2, k+1}-u_{j+1 / 2, k}\right] \\
& =\left[-\Delta y\left(\frac{\partial u}{\partial y}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta y)^{2}}{2!}\left(\frac{\partial^{2} u}{\partial y^{2}}\right)_{j+1 / 2, k}^{n}-\frac{(\Delta y)^{3}}{3!}\left(\frac{\partial^{3} u}{\partial y^{3}}\right)_{j+1 / 2, k}^{n}\right. \\
& \left.+\frac{(\Delta y)^{4}}{4!}\left(\frac{\partial^{4} u}{\partial y^{4}}\right)_{j+1 / 2, k}^{n}+\cdots+\right]+\left[\Delta y\left(\frac{\partial u}{\partial y}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta y)^{2}}{2!}\left(\frac{\partial^{2} u}{\partial y^{2}}\right)_{j+1 / 2, k}^{n}\right. \\
& \left.+\frac{(\Delta y)^{3}}{3!}\left(\frac{\partial^{3} u}{\partial y^{3}}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta y)^{4}}{4!}\left(\frac{\partial^{4} u}{\partial y^{4}}\right)_{j+1 / 2, k}^{n}+\cdots+\right] \\
& =(\Delta y)^{2}\left(\frac{\partial^{2} u}{\partial y^{2}}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta y)^{4}}{12}\left(\frac{\partial^{4} u}{\partial y^{4}}\right)_{j+1 / 2, k}^{n}+\cdots+ \tag{A8}
\end{align*}
$$

$$
\begin{align*}
& u_{j-1 / 2, k}-2 u_{j+1 / 2, k}+u_{j+3 / 2, k} \\
&= {\left[u_{j-1 / 2, k}-u_{j+1 / 2, k}\right]+\left[u_{j+3 / 2, k}-u_{j+1 / 2, k}\right] } \\
&= {\left[-\Delta x\left(\frac{\partial u}{\partial x}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta x)^{2}}{2!}\left(\frac{\partial^{2} u}{\partial x^{2}}\right)_{j+1 / 2, k}^{n}-\frac{(\Delta x)^{3}}{3!}\left(\frac{\partial^{3} u}{\partial x^{3}}\right)_{j+1 / 2, k}^{n}\right.} \\
&\left.+\frac{(\Delta x)^{4}}{4!}\left(\frac{\partial^{4} u}{\partial x^{4}}\right)_{j+1 / 2, k}^{n}+\cdots+\right]+\left[\Delta x\left(\frac{\partial u}{\partial x}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta x)^{2}}{2!}\left(\frac{\partial^{2} u}{\partial x^{2}}\right)_{j+1 / 2, k}^{n}\right. \\
&\left.+\frac{(\Delta x)^{3}}{3!}\left(\frac{\partial^{3} u}{\partial x^{3}}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta x)^{4}}{4!}\left(\frac{\partial^{4} u}{\partial x^{4}}\right)_{j+1 / 2, k}^{n}+\cdots+\right] \\
&=(\Delta x)^{2}\left(\frac{\partial^{2} u}{\partial x^{2}}\right)_{j+1 / 2, k}^{n}+\frac{(\Delta x)^{4}}{12}\left(\frac{\partial^{4} u}{\partial x^{4}}\right)_{j+1 / 2, k}^{n}+\cdots+ \tag{A9}
\end{align*}
$$

Inserting (A6)-(A9) into (5) yields

$$
\begin{align*}
& \left(\frac{\partial u}{\partial t}\right)_{j+1 / 2, k}^{n}-\left(f v+\frac{\tau^{x}}{\rho_{0} H}\right)_{j+1 / 2, k}^{n}+g^{\prime}\left(\frac{\partial h}{\partial x}\right)_{j+1 / 2, k}^{n} \\
& +A\left[\left(\frac{\partial^{2} u}{\partial x^{2}}\right)_{j+1 / 2, k}^{n}+\left(\frac{\partial^{2} u}{\partial y^{2}}\right)_{j+1 / 2, k}^{n}\right] \\
& =-\frac{\Delta t}{2!}\left(\frac{\partial^{2} h}{\partial t^{2}}\right)_{j, k}^{n+1}-g^{\prime} \frac{(\Delta x)^{2}}{24}\left(\frac{\partial^{3} h}{\partial x^{3}}\right)_{j+1 / 2, k}^{n} \\
& \quad+A \frac{(\Delta x)^{2}}{12}\left(\frac{\partial^{4} u}{\partial x^{4}}\right)_{j, k}^{n+1}+A \frac{(\Delta y)^{2}}{12}\left(\frac{\partial^{4} v}{\partial y^{4}}\right)_{j, k}^{n+1}+\cdots+ \tag{A10}
\end{align*}
$$

Therefore, the truncation error that (5) approximates to (4) is

$$
\begin{equation*}
\mathrm{TE}_{2}=O\left(\Delta t,(\Delta x)^{2},(\Delta y)^{2}\right) \tag{A11}
\end{equation*}
$$

Next, using the same approach as in (A11), the truncation error that (8) approximates to (7) is given by

$$
\begin{equation*}
\mathrm{TE}_{3}=O\left(\Delta t,(\Delta x)^{2},(\Delta y)^{2}\right) \tag{A12}
\end{equation*}
$$

Since (10) is developed from (3), (5), and (8), the error of numerical solutions ( $u_{j+1 / 2, k}^{n}, v_{j, k+1 / 2}^{n}$, $\left.h_{j, k}^{n}\right)(1 \leqslant n \leqslant N, 0 \leqslant j \leqslant J, 0 \leqslant k \leqslant K)$ for Problem (I) obtained by (5), (8), and (10)

$$
\begin{align*}
\left|E_{n}\left(u_{j+1 / 2, k}^{n}, v_{j, k+1 / 2}^{n}, h_{j, k}^{n}\right)\right|= & \|\left(u\left(x_{j+1 / 2}, y_{k}, t_{n}\right), v\left(x_{j}, y_{k+1 / 2}, t_{n}\right), h\left(x, y_{k}, t_{n}\right)\right) \\
& -\left(u_{j+1 / 2, k}^{n}, v_{j, k+1 / 2}^{n}, h_{j, k}^{n}\right) \|_{2}=O\left(\Delta t, \Delta x^{2}, \Delta y^{2}\right) \tag{A13}
\end{align*}
$$

which completes the proof of (28).
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